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Abstract

The lattice of all complete congruence relations of a complete lattice is itself a complete lattice. In an earlier paper, we characterize this lattice as a complete lattice. Let $m$ be an uncountable regular cardinal. The lattice $L$ of all $m$-complete congruence relations of an $m$-complete lattice $K$ is an $m$-algebraic lattice; if $K$ is bounded, then the unit element of $L$ is $m$-compact. Our main result is the converse statement: For an $m$-algebraic lattice $L$ with an $m$-compact unit element, we construct a bounded $m$-complete lattice $K$ such that $L$ is isomorphic to the lattice of $m$-complete congruence relations of $K$. In addition, if $L$ has more than one element, then we show how to construct $K$ so that it will also have a prescribed automorphism group. On the way to the main result, we prove a technical theorem, the One Point Extension Theorem, which is also used to provide a new proof of the earlier result.
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1. Introduction

In our earlier paper [8], we prove that the lattice $L$ of all complete congruence relations of a complete lattice $K$ can be characterized as a complete lattice; see also Theorem 8 in Section 6 of this paper. The basic technique we use, though not formalized there, could be called the "one-point extension": we construct a (complete) lattice in [8], the direct product of two well-ordered bounded chains, that contains all the (complete) congruences we need; then we adjoin an element each to a family of intervals in an obvious way. The
resulting lattice has the required (complete) congruence lattice. The construction in [8] is easy to follow because the lattice we deal with (the direct product of two chains) is easy to visualize. So we dispensed with the detailed calculation verifying that certain binary relations are (complete) congruences.

In this paper, our goal is to extend the main results of [8] from complete lattices to bounded \( m \)-complete lattices. To accomplish this, we have to apply the one-point construction to lattices that are direct products of two lattices neither of which is a chain; such lattices are much more complex than direct products of two chains. Therefore, the construction is difficult to visualize, and it is hard to justify the statements about congruence extensions without detailed computation. See the discussion in Section 8 on this point.

In Section 3, we formalize this construction. The main technical result, the “One Point Extension Theorem,” gives necessary and sufficient conditions for the extendability of a congruence relation. Theorem 3 does this under the condition that none of the selected intervals is prime, while Theorem 6 settles the case where all selected intervals are prime. In the former case, all extension are unique; in the latter, we characterize which extensions are unique. The mixed case (prime and nonprime intervals) easily follows.

There is a special case of the One Point Extension Theorem, the “Colored Product Extension Theorem” (Theorem 7); the lattice to be extended is a direct product of two lattices, and the family of intervals comes from “coloring” the components. In this case, the conditions for extendability are easier to apply.

We first use these results to give a formal proof of the main result of [8] (Theorem 8). The reader can safely skip this section, since Theorem 13 contains Theorem 8, and its proof does not utilize Theorem 8. However, the reader may find it somewhat difficult to apply the “Colored Product Extension Theorem” directly to Theorem 13 without reading the proof of Theorem 8.

For an uncountable regular cardinal \( m \), we proceed to the \( m \)-complete case, and characterize the lattice \( L \) of all \( m \)-complete congruence relations of a bounded \( m \)-complete lattice \( K \) as an \( m \)-algebraic lattice with an \( m \)-compact unit element. In addition, we show how to construct such a \( K \) with a prescribed automorphism group (Theorem 13). (This result was announced in [7].) The lattice \( K \) we construct has some very special properties, see the Addendum to Theorem 13 in Section 8.

2. Notation

\( \mathfrak{c}_n \) denotes the \( n \)-element chain with elements 0, 1, \ldots, \( n - 1 \).

If \( \alpha \) is an ordinal, then by an increasing chain \( (x_\gamma \mid \gamma < \alpha) \) we mean a
chain with \( x_\beta \leq x_\gamma \) whenever \( \beta \leq \gamma < \alpha \).

Let \( \alpha \) be an ordinal, and for each \( \gamma < \alpha \), let \( A_\gamma \) be a lattice. We denote by \( \Sigma(A_\gamma \ | \ \gamma < \alpha) \) the ordinal sum of the \( A_\gamma \); for two components \( A \) and \( B \), let \( A + B \) denote the ordinal sum of \( A \) and \( B \) (we place \( B \) on top of \( A \)).

For ordinals \( \alpha, \beta \), the ordinal product \( \alpha \times \beta \) is regarded as the set \( \{ \langle \gamma, \delta \rangle \ | \ \gamma < \alpha, \ \delta < \beta \} \) ordered by \( \langle \gamma_1, \delta_1 \rangle \leq \langle \gamma_2, \delta_2 \rangle \) if and only if \( \gamma_1 < \gamma_2 \) or \( \gamma_1 = \gamma_2 \) and \( \delta_1 \leq \delta_2 \).

For a lattice \( A \), the congruence lattice of \( A \) is denoted by \( \text{Con} A \). For a complete lattice \( A \), the complete congruence lattice of \( A \) is denoted by \( \text{Com} A \).

Let \( m \) be an infinite regular cardinal. A lattice \( K \) is \( m \)-complete if \( \bigvee X \) and \( \bigwedge X \) exists in \( K \) whenever \( X \subseteq L \) and \( 0 < |X| < m \). A congruence relation \( \Theta \) of an \( m \)-complete lattice \( K \) is an \( m \)-complete congruence relation if the Substitution Property holds for fewer than \( m \) elements, that is, if \( x_i \equiv y_i \ (\Theta) \), for \( i \in I \), and \( |I| < m \), then

\[
\bigvee(x_i \mid i \in I) \equiv \bigvee(y_i \mid i \in I) \ (\Theta),
\]

and dually.

An element \( a \) of a complete lattice \( L \) is \( m \)-compact if \( a \leq \bigvee X \) implies that \( a \leq \bigvee X_i \) for some subset \( X_i \) of \( X \) with \( |X_i| < m \). The complete lattice \( L \) is \( m \)-algebraic if every element of \( L \) is a join of \( m \)-compact elements. We denote by \( \text{comp}_m L \) the set of nonzero \( m \)-compact elements of \( L \).

The lattice \( \text{Com}_m K \) of all \( m \)-complete congruence relations of an \( m \)-complete lattice \( K \) is an \( m \)-algebraic lattice.

For a lattice \( A \), let \( \text{Ip} A \) denote the the set of prime intervals in \( A \), that is, the set of all intervals \( p = [u, v] \), where \( u < v \). If there are many prime intervals in \( A \), then \( \text{Ip} A \) plays an important role. This is the case if \( A \) is strongly atomic, that is, if every proper interval of \( A \) contains an atom.

The prime interior \( \text{pi}_m \Theta \) of an \( m \)-complete congruence relation \( \Theta \) on an \( m \)-complete lattice \( A \) is the \( m \)-complete congruence generated by all prime intervals of \( A \) that are collapsed by \( \Theta \). For a complete lattice and for a complete congruence \( \Theta \), we define, similarly, \( \text{pi} \Theta \).
We refer the reader to [3] for the standard notation in lattice theory. We shall use the convention that Condition (2) of Theorem 3 (or Lemma 3) is referred to as Condition (3.2).

3. The one point extension theorem

In this section, we present a general theorem that proves very useful in representing congruence lattices of lattices; for some further applications of this result, see the announcement: [11], and the papers [9] and [10] by G. Grätzer and H. Lakser.

Let $L$ be a lattice and let $\Lambda$ be a set of nontrivial intervals in $L$. We define a lattice $L' = L[\Lambda]$ by adjoining the family of new pairwise distinct elements $\{ m_I | I \in \Lambda \}$ to $L$, and, for each $I = [u, v] \in \Lambda$, requiring that $u < m_I < v$.

We associate with $x \in L'$ the elements $\bar{x}$ and $\overline{x}$ of $L$: for $x \in L$, set $\bar{x} = \overline{x} = x$; for $I = [u, v] \in \Lambda$ and the new element $m_I$, set $m_I = u$ and $\overline{m_I} = v$. We then, more formally, define the relation $\leq_{L[\Lambda]}$ on the set $L[\Lambda]$ as follows:

$$x \leq_{L[\Lambda]} y \text{ if } x = y \text{ or } \bar{x} \leq_L \overline{y},$$

where $\leq_L$ denotes the partial ordering in $L$. We shall write $\leq$ for both $\leq_L$ and $\leq_{L[\Lambda]}$.

We then have the following lemma, whose proof is straightforward, and is left to the reader.

**Lemma 1.** $(L[\Lambda], \leq)$ is a lattice extending $L$. If $X$ is a subset of $L[\Lambda]$, then $\bigvee X$ exists in $L[\Lambda]$ if and only if either there is an $x \in X$ with $x \geq y$ whenever $y \in X$, in which case $\bigvee X = x$, or there is no such $x$ and $\bigvee_{L[\Lambda]} (\overline{x} | x \in X)$ exists, in which case

$$\bigvee X = \bigvee_{L[\Lambda]} (\overline{x} | x \in X);$$

and dually for $\bigwedge$.

By Lemma 1, if $L$ is m-complete, then so is $L[\Lambda]$. We shall determine which congruence relations on $L$ extend to $L[\Lambda]$ and, if $L$ is m-complete, which m-complete congruence relations on $L$ extend to m-complete congruence relations on $L[\Lambda]$. We need the following extension of [3, Lemma I.8].
LEMMA 2. Let the reflexive binary relation $\Phi$ on the lattice $L$ satisfy the following two conditions whenever $x, y, z \in L$:

1. $x < y < z$, $x \equiv y$ ($\Phi$), and $y \equiv z$ ($\Phi$) imply that $x \equiv z$ ($\Phi$);
2. $x < y$ and $x \equiv y$ ($\Phi$) imply that $x \lor z \equiv y \lor z$ ($\Phi$) and $x \land z \equiv y \land z$ ($\Phi$).

Then the relation $\Theta$ defined by setting $x \equiv y$ ($\Theta$) if $x \land y \equiv x \lor y$ ($\Phi$)

is a congruence relation on $L$.

If, furthermore, $m$ is an infinite regular cardinal, $L$ is $m$-complete, and $\Phi$ satisfies, in addition, the condition

3. If $0 < \alpha < m$, $(x_\gamma \mid \gamma < \alpha)$ and $(y_\gamma \mid \gamma < \alpha)$ are increasing chains in $L$, and, for all $\gamma < \alpha$, we have $x_\gamma \leq y_\gamma$ and $x_\gamma \equiv y_\gamma$ ($\Phi$), then $\lor(x_\gamma \mid \gamma < \alpha) \equiv \lor(y_\gamma \mid \gamma < \alpha)$ ($\Phi$);

and its dual, then $\Theta$ is $m$-complete.

PROOF. By [3, Lemma 1.8], Conditions (2.1) and (2.2) imply that $\Theta$ is a congruence.

Now let $L$ be $m$-complete and let Conditions (2.1), (2.2), (2.3), and the dual of Condition (2.3) hold. Let $0 < \alpha < m$, and let $(a_\gamma \mid \gamma < \alpha)$ and $(b_\gamma \mid \gamma < \alpha)$ be families of elements of $L$ with $a_\gamma \equiv b_\gamma$ ($\Theta$) whenever $\gamma < \alpha$. By duality, it suffices to show that $\lor(a_\gamma \mid \gamma < \alpha) \equiv \lor(b_\gamma \mid \gamma < \alpha)$ ($\Theta$).

Since $\Theta$ is a congruence relation, we can assume that $a_\gamma \leq b_\gamma$ whenever $\gamma < \alpha$.

We proceed by transfinite induction on $\alpha$. Set $x_0 = a_0$, $y_0 = b_0$, and, for each $\gamma$ with $0 < \gamma \leq \alpha$, set $x_\gamma = \lor(a_{\beta} \mid \beta < \gamma)$, $y_\gamma = \lor(b_{\beta} \mid \beta < \gamma)$. Then, by our induction hypothesis, for each $\gamma < \alpha$, we have $x_\gamma \equiv y_\gamma$ ($\Theta$).

If $\alpha$ is a successor ordinal, $\alpha = \alpha' + 1$, then $x_\alpha = x_{\alpha'} \lor a_{\alpha'} \equiv y_{\alpha'} \lor b_{\alpha'} = y_\alpha$ ($\Theta$), since $\Theta$ is a congruence relation.

If $\alpha$ is a limit ordinal, then Condition (2.3) implies that $x_\alpha \equiv y_\alpha$ ($\Theta$), concluding the proof of the lemma.
In all of our applications, $\Lambda$ contains no prime interval. For the sake of simplicity, we shall make this assumption in the One Point Extension Theorem. For the general case, see Theorem 6 and the discussion following it. (The two conditions of the theorem are illustrated in Figure 1.)

**Theorem 3 (One Point Extension Theorem).** Let $\Lambda$ be a set of nontrivial, nonprime intervals in the lattice $L$, and let $\Theta$ be a congruence relation on $L$. Then $\Theta$ has an extension $\Theta[\Lambda]$ to $L[\Lambda]$ if and only if $\Theta$ satisfies the following conditions and their duals:

1. For $[u, v] \in \Lambda$, $y < v$, and $u < x$,
   \[ y \equiv v \ (\Theta) \text{ implies that } v \lor x \equiv x \ (\Theta); \]

2. For $[u, v], [u, w] \in \Lambda$, with $v \neq w$, and $y < v$,
   \[ y \equiv v \ (\Theta) \text{ implies that } v \land w \equiv u \ (\Theta). \]

The extension is unique.

If $L$ is an $m$-complete lattice and $\Theta$ is an $m$-complete congruence relation, then its extension $\Theta[\Lambda]$ is also $m$-complete.

**Proof.** Let us assume that the congruence relation $\Theta$ of $L$ has an extension $\Theta'$ to $L' = L[\Lambda]$. Let $\Lambda$, $u$, $v$, $x$, $y$ be given as in Condition (3.1). Then $y \equiv v \ (\Theta')$, and, taking the meet with $m_f$, we get $y \land u \equiv m_f \ (\Theta')$, since $y \land m_f = y \land u$. Therefore, $m_f \equiv u \ (\Theta')$. Taking the join with $x$, we get $v \lor x = m_f \lor x \equiv x \ (\Theta)$, since $\Theta'$ is an extension of $\Theta$, establishing Condition (3.1).

Let $\Lambda$, $u$, $v$, $w$, $y$ be given as in Condition (3.2). As in the previous paragraph, $m_{[u, v]} \equiv u \ (\Theta')$. Take any $z \in L[\Lambda]$ with $u < z < w$ and
z \neq m_{[u, v]}$. Then $z \lor m_{[u, v]} \equiv z \lor u \ (\Theta')$, that is, $z \lor v \equiv z \ (\Theta')$, and so meeting with $v \land w$ we get

\[(\ast) \quad v \land w \equiv z \land v \land w \ (\Theta').\]

Set $z = m_{[u, w]}$. Then we get

$v \land w \equiv m_{[u, w]} \land v \ (\Theta')$.

If $w \not\leq v$, then $m_{[u, w]} \land v = u$, and so

$v \land w \equiv u \ (\Theta)$.

If $w \not\leq v$ fails, then $w < v$. Since the interval $[u, w]$ is not prime in $L$, there is an $x \in L$ with $u < x < w$. Setting $z = x$ in $\ast$ yields the congruence $w \equiv x \ (\Theta)$, and so

$w \equiv m_{[u, w]} \land x \ (\Theta')$.

Since $m_{[u, w]} \land x = u$, we again get

$v \land w = w \equiv u \ (\Theta)$,

thereby establishing Condition (3.2).

By duality, we establish the duals of Conditions (3.1) and (3.2).

Now let the congruence relation $\Theta$ on $L$ satisfy Conditions (3.1), (3.2), and their duals. We define a binary relation $\Phi$ on the pairs of comparable elements of $L' = L[\Lambda]$.

For all $a \in L'$, set $a \equiv a \ (\Phi)$. For all $a, b \in L'$, with $a < b$, set

$a \equiv b \ (\Phi)$

if and only if the following three conditions hold:

\[(M_{a, b}) \quad \overline{a} \equiv b \ (\Theta); \]

\[(L_a) \quad a \in L \text{ or } a \notin L \text{ and there is an } x_a \in L \text{ with } x_a > a \text{ and } x_a \equiv a \ (\Theta); \]

\[(U_b) \quad b \in L \text{ or } b \notin L \text{ and there is a } y_b \in L \text{ with } y_b < b \text{ and } y_b \equiv \overline{b} \ (\Theta). \]

We now prove that Conditions (2.1) and (2.2) hold for $\Phi$. Let $a, b, c \in L'$, and let

$a < b < c, \quad a \equiv b \ (\Phi), \quad \text{and} \quad b \equiv c \ (\Phi)$.

Then Conditions $(L_a)$ and $(U_c)$ hold, and

$\overline{a} \equiv b \ (\Theta) \quad \text{and} \quad \overline{b} \equiv c \ (\Theta)$. 
To prove that $a \equiv c$ (Φ), we need only verify Condition $(M_{a,c})$, which is equivalent to $b \equiv \overline{b}$ (Θ). If $b \in L$, then this is trivial. On the other hand, if $b \notin L$, then by Conditions $(U_b)$ and $(L_b)$, there are $x_b, y_b \in L$ with

$$x_b > b, \quad x_b \equiv \overline{b} \quad (Θ), \quad y_b < \overline{b}, \quad \text{and} \quad y_b \equiv \overline{b} \quad (Θ).$$

Applying Condition (3.1) to $[b, \overline{b}] \in Λ$, $u = b$, $v = \overline{b}$, $y = y_b$, and $x = x_b$, we conclude that $x_b \equiv \overline{b}$ (Θ). Thus $b = x_b \wedge y_b \equiv \overline{b} \wedge \overline{b} = \overline{b}$ (Θ), establishing Condition (2.1) for Φ.

Now let $a, b, c \in L'$ with $a < b$ and $a \equiv b$ (Θ). To establish that $a \vee c \equiv b \vee c$ (Φ), we may assume that $a < c$ and $b \notin c$.

If $b > c$, then $a \vee c = c$, $b \vee c = b$ and

$$\overline{a} \leq c \leq \overline{c} \leq b.$$}

Since $\overline{a} \equiv b$ (Θ), we get that

$$\overline{c} \equiv \overline{c} \quad (Θ) \quad \text{and} \quad c \equiv \overline{b} \quad (Θ).$$

Thus Condition $(M_{c,b})$ holds and, since $a \equiv b$ (Θ), so does Condition $(U_b)$. To establish Condition $(L_c)$, we need only observe that if $c \notin L$, then $\overline{c} > c$, and so we can set $x_c = \overline{c}$. Thus $c \equiv b$ (Θ), that is, $a \vee c \equiv b \vee c$ (Θ) in case $b > c$.

We are left with the case: $a < c$ and $b, c$ are incomparable. Then

$$\overline{a} \leq c, \quad a \vee c = c, \quad \text{and} \quad b \vee c = b \quad \in L,$$

the last one from Lemma 1. Joining $\overline{a} \equiv b$ (Θ) with $\overline{c}$, we obtain that

$$(\dagger) \quad \overline{c} \equiv b \vee \overline{c} \quad (Θ).$$

If $b \in L$, then $b \vee \overline{c} = \overline{b} \vee \overline{c}$; thus

$$(\dagger) \quad b \vee \overline{c} \equiv b \vee \overline{c} = b \vee c \quad (Θ).$$

If $b \notin L$, then we get the $y_b$ from Condition $(U_b)$. Note that $b \vee \overline{c} > b$ follows from $c \notin b$. Then, applying Condition (3.1) to $[b, \overline{b}] \in Λ$, $y = y_b$, and $x = b \vee \overline{c}$, we conclude that $b \vee \overline{c} \equiv b \vee \overline{c} \vee \overline{b}$ (Θ), verifying $(\dagger)$. Thus, in either event, we have $(\dagger)$ and $(\dagger)$, and so

$$(\overline{a} \vee c = \overline{c}) \equiv b \vee c = b \vee c \quad (Θ),$$

establishing Condition $(M_{a\vee c, b\vee c})$.

$(U_{b\vee c})$ holds since $b \vee c \in L$. If $c \in L$, then $(L_{a\vee c})$ follows from $a \vee c = c$, and we are done. Assume, henceforth, that $c \notin L$. To conclude that

$$c = a \vee c \equiv b \vee c \quad (Φ),$$

(Λ)}
we need only establish Condition \((L_c')\), that is, we have to find an \(x_c \in L\) with \(x_c > c\) and \(x_c \equiv c \ (\Theta)\).

Since \(b \equiv a \ (\Theta)\), we get that

\[
b \lor c \equiv \bar{a} \lor c = c \ (\Theta).
\]

Thus if \(c < b \lor c\), that is, if \(b \not\equiv c\), then set \(x_c = b \lor c > c\).

If \(b \leq c\), then \(b \not\in L\) follows from \(b \not\equiv c\). By \((U_b)\), we then have \(y_b \in L\) with \(y_b < b\) and \(y_b \equiv b \ (\Theta)\).

Now if \(b < c\), then, by Condition (3.1) applied to the interval \([b, \bar{b}]\), \(y_b\), and \(x = c\), we obtain that

\[
b \lor c \equiv c \ (\Theta),
\]

and \(b \lor c > c\). In this case, set \(x_c = \bar{b} \lor c\).

If \(b = c\), then applying Condition (3.2) to \([b, \bar{b}]\), \([c, \bar{c}]\ \in \Lambda\) and \(y_b < \bar{b}\) (recall that \(y_b \equiv \bar{b} \ (\Theta)\) by Condition \((U_b)\)), we get that

\[
\bar{b} \land \bar{c} \equiv c \ (\Theta).
\]

If \(\bar{b} \land \bar{c} > c\), then set \(x_c = \bar{b} \land \bar{c}\). If \(\bar{b} \land \bar{c} = c\), then taking the meet of \((\dagger)\) with \(\bar{b}\), we conclude that

\[
\bar{b} \equiv c \ (\Theta).
\]

Since \(\bar{b} > b = c\), we can set \(x_c = \bar{b}\).

Therefore, if \(a < c\) and \(b, c\) are incomparable, then we conclude that \(a \lor c \equiv b \lor c \ (\Phi)\), verifying Condition (2.2). By duality, the dual of Condition (2.2) holds.

Consequently, setting

\[
x \equiv y \ (\Theta[\Lambda]) \text{ if } x \land y \equiv x \lor y \ (\Phi)
\]
yields a congruence relation \(\Theta[\Lambda]\) on \(L[\Lambda]\) extending \(\Theta\).

We now show that the extension of \(\Theta\) to \(L' = L[\Lambda]\) is unique. Let the congruence relation \(\Theta'\) on \(L'\) be an extension of \(\Theta\). It suffices to show that if \(a, b \in L'\) with \(a < b\) and \(a \equiv b \ (\Theta')\), then \(a \equiv b \ (\Phi)\), that is, that Conditions \((M_{a,b})\), \((L_a)\), and \((U_b)\) hold.

Since

\[
a \leq a \leq b \leq b
\]

and \(a \equiv b \ (\Theta')\), we conclude that

\[
a \equiv a \ (\Theta'), \quad b \equiv b \ (\Theta'), \quad \text{and} \quad \bar{a} \equiv b \ (\Theta').
\]

Thus \(\bar{a} \equiv b \ (\Theta)\), establishing Condition \((M_{a,b})\).

To verify Condition \((U_b)\), we need only take the case \(b \not\in L\). Since the interval \([b, \bar{b}]\) is not prime in \(L\), there is a \(y \in L\) with \(b < y < \bar{b}\). But
$y$ is a relative complement of $b$ in the interval $[\bar{b}, \overline{b}]$ in $L'$. Thus $\overline{b} \equiv b$ ($\Theta'$) implies that $y \equiv \overline{b}$ ($\Theta$). Hence Condition ($U_b$) is established by setting $y_b = y$.

The dual argument establishes Condition ($L_a$). Thus we conclude that $\Theta' = \Theta[A]$, verifying the uniqueness of the extension $\Theta[A]$.

Finally, let $m > R_0$, let $L$ be $m$-complete, and let $\Theta$ be an $m$-complete congruence relation on $L$ satisfying Conditions (3.1), (3.2), and their duals. We show that the extension $\Theta[A]$ of $\Theta$ is also $m$-complete. Define $\Phi$ by conditions $(M_{a,b}, (L_a)$, and $(U_b)$. We need only establish Condition (2.3) and its dual for $\Phi$.

Let $0 < \alpha < m$, and let $(x, \gamma < \alpha)$ and $(y, \gamma < \alpha)$ be increasing chains in $L'$ with $x \leq y$, and $x \equiv y$ ($\Phi$) whenever $\gamma < \alpha$. We make two claims.

**Claim 4.** Let $C$ be a chain of cardinality less than $m$ in $L'$ such that $\overline{x} \equiv x$ ($\Phi$)

whenever $x \in C$. Then

$$\bigvee(x \mid x \in C) \equiv \bigvee C$$ ($\Phi$).

**Proof.** If there is a $c \in C$ such that $c \geq x$ whenever $x \in C$, then

$$\bigvee C = c.$$

If $x \leq c$, then $\overline{x} \leq \overline{c}$. Thus

$$\bigvee(x \mid x \in C) = \overline{c}.$$

Since $\overline{x} \equiv c$ ($\Phi$), we conclude that $\bigvee(x \mid x \in C) = \overline{c}$. ($\Phi$).

Otherwise, for each $x \in C$, there is a $y \in C$ with $x < y$; in particular, $\overline{x} \leq \overline{y}$ holds. Then

$$\bigvee(x \mid x \in C) = \bigvee(x \mid x \in C).$$

But $\bigvee C = \bigvee(x \mid x \in C)$, and so

$$\bigvee(x \mid x \in C) = \bigvee C,$$

concluding the proof of Claim 4.

**Claim 5.** Let $C$ be a chain of cardinality less than $m$ in $L'$ such that $x \equiv \overline{x}$ ($\Phi$)

whenever $x \in C$. Then

$$\bigvee C \equiv \bigvee(x \mid x \in C)$$ ($\Phi$).
PROOF. If there is a $c \in C$ such that $c \geq x$ whenever $x \in C$, then
\[ \bigvee C = \bigvee \{ x | x \in C \} \quad (\Phi), \]
exactly as in the proof of Claim 4. Otherwise,
\[ \bigvee C = \bigvee \{ x | x \in C \}, \]
concluding the proof of Claim 5.

Now let $B_0 = \{ \gamma < \alpha | x_\gamma = y_\gamma \}$, and let $B_1 = \{ \gamma < \alpha | x_\gamma < y_\gamma \}$. Then
\[ \bigvee \{ x_\gamma | \gamma \in B_0 \} = \bigvee \{ y_\gamma | \gamma \in B_0 \}. \]
For $\gamma \in B_1$, we have $x_\gamma \leq x_\gamma \leq y_\gamma$, and so
\[ x_\gamma \equiv x_\gamma \quad (\Phi), \]
\[ y_\gamma \equiv y_\gamma \quad (\Phi), \]
and
\[ x_\gamma \equiv y_\gamma \quad (\Theta). \]
By Claims 4 and 5,
\[ \bigvee \{ x_\gamma | \gamma \in B_1 \} = \bigvee \{ x_\gamma | \gamma \in B_1 \} \quad (\Phi) \]
and
\[ \bigvee \{ y_\gamma | \gamma \in B_1 \} = \bigvee \{ y_\gamma | \gamma \in B_1 \} \quad (\Phi). \]
Since $\Theta$ is m-complete, we also have
\[ \bigvee \{ x_\gamma | \gamma \in B_1 \} = \bigvee \{ y_\gamma | \gamma \in B_1 \} \quad (\Theta). \]
Thus
\[ \bigvee \{ x_\gamma | \gamma \in B_1 \} = \bigvee \{ y_\gamma | \gamma \in B_1 \} \quad (\Phi), \]
and so
\[ \bigvee \{ x_\gamma | \gamma < \alpha \} = \bigvee \{ y_\gamma | \gamma < \alpha \} \quad (\Phi), \]
establishing Condition (2.3) for $\Phi$.

The dual argument holds for infinite meets, concluding the proof that if $\Theta$ is m-complete, then so is its extension $\Theta[\Lambda]$, thereby concluding the proof of Theorem 3.

4. The one point extension theorem in the general case

We next handle the situation where all the intervals in $\Lambda$ are prime. Again, we use the notation $\Theta[\Lambda]$ to describe the binary relation on $L[\Lambda]$.
defined as follows:
\[ x \equiv y \ (\Theta[\Lambda]) \quad \text{if} \quad x \wedge y \equiv x \vee y \ (\Phi), \]
where \( \Phi \) is defined on the pairs of comparable elements of \( L[\Lambda] \) by the conditions \( (M_{a,b}), (L_a), \) and \( (U_b) \) of Section 3.

**Theorem 6.** Let \( \Lambda \) be a set of prime intervals in the lattice \( L \), and let \( \Theta \) be a congruence relation on \( L \). Then \( \Theta \) has an extension to \( L[\Lambda] \) if and only if \( \Theta \) satisfies Condition (3.1) and its dual, in which case, \( \Theta[\Lambda] \) is an extension. The extension of \( \Theta \) to \( L[\Lambda] \) is unique if and only if \( \Theta \) also satisfies the following condition:

1. If \( [u, v] \in \Lambda \) is such that \( x \equiv v \ (\Theta) \) implies that \( x \geq v \), then there is a \( y > u \) with \( y \not\equiv v \);

and its dual.

If \( L \) is an \( m \)-complete lattice and \( \Theta \) is an \( m \)-complete congruence relation, then the extension \( \Theta[\Lambda] \) is also \( m \)-complete.

**Proof.** In the verification of the One Point Extension Theorem, we use the hypotheses that no interval is prime in the following steps: in the proof of the necessity of Condition (3.2) and its dual, and in the proof of the uniqueness of the extension. If all the intervals in \( \Lambda \) are prime, then Condition (3.2) holds trivially. Consequently, the relation \( \Theta[\Lambda] \) is an extension of \( \Theta \) in the present case also, and if \( L \) and \( \Theta \) are \( m \)-complete, then so is \( \Theta[\Lambda] \).

We now proceed to prove that Condition (6.1) together with its dual is a necessary and sufficient condition for the extension \( \Theta[\Lambda] \) to be unique. We first establish the sufficiency.

Let Condition (6.1) and its dual hold, and let \( \Theta' \) be a congruence relation on \( L' = L[\Lambda] \) extending \( \Theta \). We have to show that if \( a, b \in L' \) with \( a < b \) and \( a \equiv b \ (\Theta') \), then \( a \equiv b \ (\Phi) \), that is, that the pair \( a, b \) satisfies Conditions \( (M_{a,b}), (L_a), \) and \( (U_b) \).

Since \( a \leq \overline{a} \leq \overline{b} \leq b \)
and \( a \equiv b \ (\Theta') \), we get that
\[ a \equiv \overline{a} \ (\Theta'), \quad b \equiv \overline{b} \ (\Theta'), \quad \text{and} \quad \overline{a} \equiv \overline{b} \ (\Theta'). \]
Thus \( \overline{a} \equiv \overline{b} \ (\Theta) \), establishing Condition \( (M_{a,b}) \) for the pair \( a, b \).

To establish Condition \( (U_b) \), assume to the contrary that it fails: \( b \notin L \) and there is no \( y < \overline{b} \) in \( L \) with \( y \equiv \overline{b} \ (\Theta) \). Then the hypothesis of Condition (6.1) holds for the interval \([\overline{b}, \overline{b}] \in \Lambda \). Consequently, there is a
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\( y \in L \) with \( y > b \) and \( y \not\geq \overline{b} \). Since \( b \equiv b \) (\( \Theta' \)), taking the join with \( y \), we get

\[ y = y \lor b \equiv y \lor b = y \lor \overline{b} \quad (\Theta'). \]

Taking the meet with \( b \) yields

\[ y \land b \equiv \overline{b} \quad (\Theta), \]

since both sides are elements of \( L \). Since \( y \not\geq \overline{b} \), we conclude that \( y \land b < \overline{b} \).

Thus \( y_b = y \land \overline{b} \) satisfies \( (U_b) \), a contradiction. Thus Condition \( (U_b) \) is verified.

The dual argument establishes Condition \( (L_a) \).

Therefore, \( a \equiv b \) (\( \Phi \)), proving the sufficiency of Condition (6.1) and its dual for the uniqueness of the extension of \( \Theta \).

To prove the necessity of Condition (6.1) and its dual, we assume that either Condition (6.1) or its dual fails, and describe two distinct extensions of \( \Theta \). By duality, we may assume that Condition (6.1) fails: there is an interval \( I = [u, v] \in \Lambda \) satisfying, for all \( x \in L \),

\[ (\ast) \quad x \equiv v \quad (\Theta) \implies x \geq v; \]

\[ (\ast\ast) \quad x > u \implies x > v. \]

By Conditions (\( \ast \)) and \( (U_b) \),

\[ u \not\equiv \overline{m_I} \quad (\Theta[\Lambda]). \]

Define the equivalence relation \( \Theta_1 \) on \( L' \) by setting its only nontrivial equivalence class to be \( \{ u, \overline{m_I} \} \). We claim that \( \Theta_1 \) is a congruence relation on \( L' \).

To show that \( \Theta_1 \) preserves \( \lor \), we take \( c \in L' \) with \( c > u \), \( c \not\equiv \overline{m_I} \), and show that \( c = c \lor u \equiv c \lor \overline{m_I} \) (\( \Theta_1 \)). If \( c > u \), then \( c \geq c \geq v \) by Condition (\( \ast\ast \)), and so \( c = c \lor \overline{m_I} \). If \( c = u \), then \( c \not\equiv \overline{m_I} \), and so \( c > u > c \) by Condition (\( \ast\ast \)). This contradicts the hypothesis that all members of \( \Lambda \) are prime. Consequently, \( \Theta_1 \) preserves \( \lor \).

As for \( \land \), we need only consider \( c < \overline{m_I} \). Then \( c \leq u \), and so \( c \land \overline{m_I} = c \land u \).

Therefore, \( \Theta_1 \) is a congruence relation on \( L' \), which clearly is an extension of the trivial congruence relation \( \omega_L \) on \( L \). The congruence relation \( \Theta[\Lambda] \lor \Theta_1 \) is distinct from \( \Theta[\Lambda] \) since \( u \not\equiv \overline{m_I} \) (\( \Theta[\Lambda] \)). It is easy to see that

\[ \Theta[\Lambda] \lor \Theta_1 = (\Theta[\Lambda] \circ \Theta_1) \cup (\Theta_1 \circ \Theta[\Lambda]), \]

where \( \circ \) denotes the relation theoretic product. Thus \( \Theta[\Lambda] \lor \Theta_1 \) is also an extension of \( \Theta \). It is also easy to see that if \( L \) and \( \Theta \) are \( m \)-complete, then so is \( \Theta[\Lambda] \lor \Theta_1 \). Thus the nonuniqueness of the extension is established, showing the equivalence of the uniqueness of the extension with Condition (6.1) and its dual. This completes the proof of Theorem 6.
In the case of an arbitrary \( \Lambda \), set \( \Lambda_1 \) equal to the set of prime intervals in \( \Lambda \), and set \( \Lambda_0 \) equal to the set of nonprime intervals in \( \Lambda \). Then

\[
L[\Lambda] \cong L[\Lambda_0][\Lambda_1].
\]

A congruence relation \( \Theta \) on \( L \) extends to \( L[\Lambda] \) if and only if \( \Theta \) extends to \( \Theta[\Lambda_0] \) on \( L[\Lambda_0] \), where the One Point Extension Theorem applies, and \( \Theta[\Lambda_0] \) extends to \( L[\Lambda_0][\Lambda_1] \), where Theorem 6 applies. Also, the extension of \( \Theta \) to \( L[\Lambda] \) is unique if and only if the extension of \( \Theta[\Lambda_0] \) to \( L[\Lambda] \) is unique.

5. Products of colored lattices

In [8], we generalized the concept of a coloring of a lattice \( L \) introduced by S.-K. Teo [14] for chains, whereby the prime intervals of \( L \) are labelled by the elements of some set. We further generalize this concept here by not requiring that the intervals be prime nor that all prime intervals be labelled.

A (generalized) coloring \( \varphi \) of a lattice \( L \) by a set \( X \) is a surjective (onto) mapping \( \varphi: P \rightarrow X \), where \( P \) is a set of nontrivial intervals in \( L \).

Let \( C \) be a chain with a unit \( 1 \), and let \( \varphi: P \rightarrow X \) be a coloring of \( C \), where \( P \) is a set of nontrivial intervals of \( C \). We call \( \varphi \) repetitious if \( \text{Ip}_C \sim P \) and \( (\text{Ip}[u, 1])\varphi = X \) whenever \( u \in C \) with \( u < 1 \). The coloring in Section 6 and the first coloring in Section 7 are repetitious.

For \( i = 0, 1 \), let \( A_i \) be a lattice with a coloring \( \varphi_i: P_i \rightarrow X \). We define a set \( \Lambda \) of intervals in \( A_0 \times A_1 \) by setting

\[
\Lambda = \{ I_0 \times I_1 \mid I_0 \in P_0, \ I_1 \in P_1, \ \text{and } I_0\varphi_0 = I_1\varphi_1 \}.
\]

Let us denote the lattice \( (A_0 \times A_1)[\Lambda] \) by \( A_0 \times^{\varphi} A_1 \), and the element \( m_{I_0 \times I_1} \) by \( m(I_0, I_1) \).

In this section, we use the One Point Extension Theorem to determine the congruence relations on \( A_0 \times A_1 \) that extend to \( A_0 \times^{\varphi} A_1 \). Recall that any congruence relation \( \Theta \) on the lattice \( A = A_0 \times A_1 \) is of the form \( \Theta_0 \times \Theta_1 \), where, for \( i = 0, 1 \), \( \Theta_i \) is a congruence relation on \( A_i \); and that \( A \) is \( m \)-complete if and only if \( A_0 \) and \( A_1 \) are \( m \)-complete, and, in that event, that \( \Theta \) is \( m \)-complete if and only if \( \Theta_0 \) and \( \Theta_1 \) are \( m \)-complete.

Theorem 7 (Colored Product Extension Theorem). The congruence relation \( \Theta = \Theta_0 \times \Theta_1 \) on \( A_0 \times A_1 \) extends to \( A_0 \times^{\varphi} A_1 \) if and only if the following
two conditions and their duals hold:

(1) For $I_0 \in P_0$, $I_1 \in P_1$, if $I_0 \varphi_0 = I_1 \varphi_1$, then

$$ \Theta(I_0) \leq \Theta_0 \text{ is equivalent to } \Theta(I_1) \leq \Theta_1; $$

(2) For $i = 0, 1$, if $I = [u, v] \in P_i$ and there is a $y < v$ with $y \equiv v (\Theta_i)$, then $\Theta(I) \leq \Theta_i$.

In that event, the extension is unique.

If, in addition, $A_0$ and $A_1$ are m-complete and $\Theta$ is m-complete, then so is its extension to $A_0 \times_I A_1$.

**Proof.** Since none of the intervals in $\Lambda$ are prime, the One Point Extension Theorem applies. We note that in the present case Condition (3.1) is equivalent to the stronger condition:

(3.1+) If $[u, v] \in \Lambda$ and there is a $y < v$ with $y \equiv v (\Theta)$, then $u \equiv v (\Theta)$.

Indeed, if $u = \langle u_0, u_1 \rangle$, $v = \langle v_0, v_1 \rangle$, $x = \langle u_0, v_1 \rangle$ then, by Condition (3.1),

$$ \langle v_0, v_1 \rangle = \langle u_0, v_1 \rangle \lor \langle v_0, v_1 \rangle \equiv \langle u_0, v_1 \rangle (\Theta), $$

and, similarly,

$$ \langle v_0, v_1 \rangle \equiv \langle u_0, u_1 \rangle (\Theta). $$

Consequently,

$$ \langle v_0, v_1 \rangle \equiv \langle u_0, v_1 \rangle \land \langle v_0, u_1 \rangle = \langle u_0, u_1 \rangle (\Theta), $$

establishing Condition (3.1+).

Note also that Condition (3.2) follows immediately from Condition (3.1+).

Thus, in view of the One Point Extension Theorem, we need only show that the conjunction of Conditions (7.1) and (7.2) is equivalent to Condition (3.1+).

Let Conditions (7.1) and (7.2) hold. Let $[(u_0, u_1), \langle v_0, v_1 \rangle] \in \Lambda$, and let $\langle y_0, y_1 \rangle < \langle v_0, v_1 \rangle$ with $\langle y_0, y_1 \rangle \equiv \langle v_0, v_1 \rangle (\Theta)$. Without loss of generality, we may assume that $y_0 < v_0$. Since $y_0 \equiv v_0 (\Theta_0)$, it follows from Condition (7.2) that $u_0 \equiv v_0 (\Theta_0)$. Since $[u_0, v_0] \varphi_0 = [u_1, v_1] \varphi_1$, it follows from Condition (7.1) that $u_1 \equiv v_1 (\Theta_1)$, which, by symmetry, establishes Condition (3.1+).

Now let Condition (3.1+) hold. Let $[u_0, v_0] \varphi_0 = [u_1, v_1] \varphi_1$, and let $u_0 \equiv v_0 (\Theta_0)$. Then $\langle u_0, u_1 \rangle, \langle v_0, v_1 \rangle \in \Lambda$, $\langle u_0, v_1 \rangle < \langle v_0, v_1 \rangle$, and $\langle u_0, v_1 \rangle \equiv \langle v_0, v_1 \rangle (\Theta)$. Thus by Condition (3.1+), $\langle u_0, u_1 \rangle \equiv \langle v_0, v_1 \rangle (\Theta)$, and so $u_0 \equiv v_1 (\Theta_1)$; by symmetry, this establishes Condition (7.1).

Let $i = 0$, $[u_0, v_0] \in P_0$, $y < v_0$, and $y \equiv v_0 (\Theta_0)$. Since $\varphi_1$ is surjective, there is an interval $[u_1, v_1] \in P_1$ with $[u_0, v_0] \varphi_0 = [u_1, v_1] \varphi_1$,
that is, with \((u_0, u_1), (v_0, v_1)\) \(\in \Lambda\). Now \((\nu, v_1) < (v_0, v_1)\) and \((\nu, v_1) \equiv (v_0, v_1)\) \(\Theta\). Then, by Condition (3.1), \((u_0, u_1) \equiv (v_0, v_1)\) \(\Theta\), and so \(u_0 \equiv v_0\) \(\Theta_0\), establishing Condition (7.2) for \(i = 0\). By symmetry, we get the proof for the case \(i = 1\).

Thus the conjunction of Conditions (7.1) and (7.2) is equivalent to Condition (3.1*). Theorem 7 then follows by the One Point Extension Theorem.

6. An application to complete lattices

In [8], we proved the following result:

**Theorem 8.** Every complete lattice \(L\) is isomorphic to the complete congruence lattice of a suitable complete lattice \(K\).

In this section, we recall the construction of \(K\), and show how the One Point Extension Theorem and the Colored Product Extension Theorem can be applied to prove this result.

In [8], we construct a well-ordered bounded chain \(C\), with smallest element \(0^C\) and largest element \(1^C\), and a coloring

\[\varphi : Ip C \rightarrow L - \{0\}\]

with \([0^C, a^C]\varphi = 1\), where \(a^C\) is the cover of \(0^C\). Furthermore, for each nonempty subset \(X\) of \(L - \{0\}\), there is an interval \(X^\dagger = [0^X, 1^X]\) in \(C\) such that \([0^X, j^X]\varphi = \bigvee L X\), where \(j^X\) is the cover of \(0^X\), and, such that the coloring \(\varphi\) restricted to \([j^X, 1^X]\) is repetitious, that is, \((Ip[u, 1^X])\varphi = X\) whenever \(0^X < u < 1^X\). In addition, \(1^X\) has no lower cover. Finally, if \(X \neq Y\), then \(X^\dagger \cap Y^\dagger\) contains at most one element. (In [8], we actually have \(X^\dagger \cap Y^\dagger = \emptyset\).) We then set

\[C(\varphi) = C \times_\varphi C,\]

and define the set of intervals \(\Lambda\) in \(C(\varphi)\) by

\[\Lambda = \{ X^\dagger \times \{0^C\} \mid \emptyset \neq X \subseteq L - \{0\}\}.\]

We then define the complete lattice \(K\) as follows:

\[K = C(\varphi)[\Lambda].\]

In [8], we proved the following result.

**Lemma 9 ([8, Lemma 1]).** In a strongly atomic complete lattice \(A\), the equality

\[\pi \Theta = \Theta\]
holds for any complete congruence relation \( \Theta \) of \( A \).

To determine \( \text{Com} \ K \), we prove the following two lemmas.

**Lemma 10.** A complete congruence relation \( \Phi \) on \( C^2 \) has an extension to \( C(\varphi) \) if and only if \( \Phi = \Theta^2 \) where \( \Theta \) is a complete congruence relation on \( C \) satisfying the condition:

1. If \( p, q \) are prime intervals in \( C \) with \( p \varphi = q \varphi \), then
   \[ \Theta(p) \leq \Theta \text{ is equivalent to } \Theta(q) \leq \Theta. \]

The extension is unique.

**Proof.** This lemma follows immediately from the Colored Product Extension Theorem. Since \( P_0 = P_1 = IpC \) and \( C \) is a chain, it follows that Condition (7.2) and its dual hold. Moreover, since any well-ordered chain is strongly atomic, we can apply Lemma 9 to prove that Condition (10.1) is equivalent, in this case, to Condition (7.1).

**Lemma 11.** A complete congruence relation \( \Phi \) on \( C^2 \) has an extension to \( K = C(\varphi)[A] \) if and only if \( \Phi = \Theta^2 \), where \( \Theta \) is a complete congruence relation on \( C \) satisfying the condition:

1. If \( P \) is a set of prime intervals in \( C \), \( q \) is a prime interval in \( C \) with \( q \varphi \leq \bigvee L P \varphi \), and \( \Theta(P) \leq \Theta \), then \( \Theta(q) \leq \Theta \).

The extension is unique.

**Proof.** Let \( \Phi = \Theta^2 \) and \( \Theta \in \text{Com} \ C \); let us assume that Condition (11.1) holds for \( \Theta \). Note that the special case \( P = \{ p \} \) of (11.1) implies that Condition (10.1) holds. Thus \( \Phi \) extends uniquely to a complete congruence \( \Theta(\varphi) \) on \( C(\varphi) \). We now apply the One Point Extension Theorem to show that \( \Theta(\varphi) \) extends uniquely to \( K \).

Note that Condition (3.2) and its dual hold trivially. Thus we need only establish Condition (3.1) and its dual.

Let \( \emptyset \neq X \subseteq L - \{ 0 \} \). We have to show that the interval

\[ [(0^X, 0^C), (1^X, 0^C)] \]

of \( C(\varphi) \) satisfies Condition (3.1) and its dual. Let \( y < (1^X, 0^C) \) with \( y \equiv (1^X, 0^C) \ (\Theta(\varphi)). \) We shall prove that this implies that

\[ (0^X, 0^C) \equiv (1^X, 0^C) \ (\Theta(\varphi)), \]

a statement stronger than Condition (3.1).
Indeed, there is a $y_0 \in C$, with $j^X \leq y_0 < 1^X$ and $y \leq (y_0, 0^C)$. For each $x \in X$, there is a $p \in Ip[y_0, 1^X]$ with $p \varphi = x$. Since $y_0 \equiv 1^X (\Theta)$, it follows that $\Theta(p) \leq \Theta$. Thus by (10.1), $\Theta(q) \leq \Theta$ for each prime interval $q$ of $C$ with $q \varphi \in X$. Since $\langle Ip[j^X, 1^X]\rangle \varphi = X$ and $C$ is strongly atomic, we conclude that

$$j^X \equiv 1^X (\Theta).$$

Since $[0^X, j^X]$ is a prime interval and

$$[0^X, j^X] \varphi = \bigvee X = \bigvee (Ip[j^X, 1^X]) \varphi,$$

we conclude by Condition (11.1) that

$$0^X \equiv j^X (\Theta).$$

Thus $0^X \equiv 1^X (\Theta)$, and so $\langle 0^X, 0^C \rangle \equiv \langle 1^X, 0^C \rangle (\Theta(\varphi))$, as claimed.

To establish the dual of Condition (3.1) for the interval

$$\langle 0^X, 0^C \rangle, \langle 1^X, 0^C \rangle,$$

we again prove a stronger statement: if $y > \langle 0^X, 0^C \rangle$ and $y \equiv \langle 0^X, 0^C \rangle (\Theta(\varphi))$, then $\langle 0^X, 0^C \rangle \equiv \langle 1^X, 0^C \rangle (\Theta(\varphi))$. Note that if $y > \langle 0^X, 0^C \rangle$, then $y \geq \langle j^X, 0^C \rangle$, or $y \geq \langle 0^X, a^C \rangle$, or $\bigvee X = 1$ and

$$y \geq m([0^X, j^X], [0^C, a^C]).$$

Therefore,

$$y \equiv \langle 0^X, 0^C \rangle (\Theta(\varphi))$$

implies that either $0^X \equiv j^X (\Theta)$ or $0^C \equiv a^C (\Theta)$.

Let $0^C \equiv a^C (\Theta)$. Since $[0^C, a^C] \varphi = 1$, we conclude from Condition (10.1) that $\Theta(p) \leq \Theta$ whenever $p \in Ip C$; just set $P = \{[0^C, a^C]\}$. Then certainly $\langle 0^X, 0^C \rangle \equiv \langle 1^X, 0^C \rangle (\Theta(\varphi))$, as claimed.

On the other hand, let $0^X \equiv j^X (\Theta)$. Then set $P = \{[0^X, j^X]\}$. For each $p \in Ip[j^X, 1^X]$, we have

$$p \varphi \leq \bigvee X = [0^X, j^X] \varphi,$$

and so $\Theta(p) \leq \Theta$ by Condition (11.1). Since $C$ is strongly atomic, we conclude that $j^X \equiv 1^X (\Theta)$. Thus $0^X \equiv 1^X (\Theta)$, and so $\langle 0^X, 0^C \rangle \equiv \langle 1^X, 0^C \rangle (\Theta(\varphi))$, as required.

Thus Condition (11.1) implies that $\Phi$ extends uniquely to $K$.

Now assume that $\Phi$ extends to $K$. Then $\Phi$ certainly extends to $C(\varphi)$, and thus $\Phi = \Theta^2$. We observe first that $\Theta$ satisfies Condition (10.1). Thus to prove that $\Theta(p) \leq \Theta$ for a prime interval $p$, it suffices to find a prime interval $p'$ satisfying $\Theta(p') \leq \Theta$ and $p' \varphi = p \varphi$. 

We now establish Condition (11.1) for \( \Theta \). Set \( X = P_\emptyset, \ Y = X \cup \{ \emptyset \} \).

Since \( \Theta(p) \leq \Theta \) whenever \( p \) is a prime interval in \( [j^X, 1^X] \), we see that \( \Theta(p) \leq \Theta \). Thus by Lemma 9, \( j^X \equiv 1^X (\Theta) \) and so

\[
\langle j^X, 0^C \rangle \equiv \langle 1^X, 0^C \rangle (\Theta(\emptyset)).
\]

We apply Condition (3.1) to the interval \( \langle 0^X, 0^C \rangle, \langle 1^X, 0^C \rangle \in \Lambda \), \( y = \langle j^X, 0^C \rangle, \ x = \langle 0^X, a^C \rangle \), to conclude that

\[
\langle 0^X, a^C \rangle \equiv \langle 1^X, a^C \rangle (\Theta(\emptyset)),
\]

and so \( 0^X \equiv j^X (\Theta) \). Since

\[
[0^X, j^X]_\emptyset = \bigvee X = \bigvee Y = [0^Y, j^Y]_\emptyset,
\]

we conclude by (10.1) that

\[
\langle 0^Y, 0^C \rangle \equiv \langle j^Y, 0^C \rangle (\Theta(\emptyset)).
\]

There is a prime interval \( [a, b] \) in \( [j^Y, 1^Y] \) with \( [a, b]_\emptyset = q_\emptyset \). Note that \( b < 1^Y \), since \( 1^Y \) has no lower cover. By the dual of Condition (3.1), applied to the interval \( \langle 0^Y, 0^C \rangle, \langle 1^Y, 0^C \rangle \in \Lambda \), \( y = \langle j^Y, 0^C \rangle, \ x = \langle b, 0^C \rangle \), we conclude that

\[
\langle j^Y, 0^C \rangle \equiv \langle b, 0^C \rangle (\Theta(\emptyset)),
\]

and thus \( a \equiv b (\Theta) \). Consequently, \( \Theta(a) \leq \Theta \), thereby establishing Condition (11.1) for \( \Theta \).

The proof of Lemma 11 is thus concluded.

The following isomorphism completes the proof of Theorem 8.

**Lemma 12.** \( \text{Com} K \cong L \).

**Proof.** As in [8], for each \( x \in L \), we define a binary relation \( \Phi^x \) on \( C \) as follows:

- For \( u, v \in C \) with \( u \leq v \), we set
  \[
  u \equiv v (\Phi^x) \quad \text{if} \quad p_\emptyset \leq x \quad \text{for every} \quad p \in Ip [u, v].
  \]

Since \( C \) is a complete chain, it is clear that \( \Phi^x \) is a complete congruence relation on \( C \), and equally clearly, \( \Phi^x \) satisfies Condition (11.1). Thus the complete congruence relation \( (\Phi^x)^2 \) of \( C^2 \) extends uniquely to a complete congruence relation \( \Theta^x \) of \( K \). Define

\[
\psi : L \to \text{Com} K
\]

by setting

\[
x \psi = \Theta^x.
\]
From the definition of $\Phi^x$, if $x \leq y$, then $\Phi^x \leq \Phi^y$, and so $\Theta^x \leq \Theta^y$. Thus $\psi$ is isotone.

By Lemmas 9 and 11, $\psi$ is surjective; if $\Theta^2$ on $C^2$ extends to $K$, then $\Theta = \Phi^x$, where $x = \bigvee(p \varphi \mid \Theta(p) \leq \Theta)$.

Finally, we claim that $\Phi^x \leq \Phi^y$ implies that $x \leq y$. This is clear if $x = 0$. Otherwise, there is a prime interval $[u, v]$ in $C$ with $[u, v] \varphi = x$, and so $u \equiv v (\Phi^x)$. Therefore, $u \equiv v (\Phi^y)$, which implies that $x \leq y$ by the definition of $\Phi^x$. In other words,

$$x \psi \leq y \psi \quad \text{implies that} \quad x \leq y.$$ 

Consequently, $\psi$ is an isomorphism. This concludes the proof of the lemma, and of Theorem 8.

7. The main result

In this section, we state and prove the main result of this paper. The construction we are about to present is similar to, but more complicated than, the construction in Section 6, even if we ignore automorphisms.

Let $K$ be an $m$-complete lattice. Then the lattice of all $m$-complete congruence relations of $K$ is an $m$-algebraic lattice, in which, for any $a, b \in K$, the smallest $m$-complete congruence relation collapsing $a$ and $b$ is an $m$-compact element. In particular, if $K$ is bounded (that is, $K$ has a zero, 0, and a unit, 1), then $1$ is $m$-compact.

Our main result is the converse statement.

**Theorem 13.** Let $m$ be an uncountable regular cardinal. Let $L$ be an $m$-algebraic lattice with more than one element whose unit element 1 is $m$-compact, and let $G$ be a group. Then there exists a bounded $m$-complete lattice $K$ whose lattice of $m$-complete congruence relations is isomorphic to $L$, and whose automorphism group is isomorphic to $G$.

Let $S_m(L)$ denote the set of nonempty subsets $X$ of $\text{comp}_m L$ with $|X| < m$. Let $X \in S_m(L)$. Since $L$ has more than one element, it follows that $S_m(L) \neq \emptyset$. We define a chain $C^X$ with unit $1^X$ and zero $j^X$ as follows.

Well-order $X$ by setting $X = \{ x_\gamma \mid \gamma < \zeta^X \}$, where $\zeta^X < m$, and set

$$C^X = (\omega \times X) + \mathfrak{c}_1.$$
We define the coloring $\varphi^X$ of $C^X$,
$$\varphi^X : \text{Ip} C^X \to X$$
by setting
$$[(i, x_\gamma), u] \varphi^X = x_\gamma,$$
where
$$u = \begin{cases} 
(i, x_{\gamma+1}); & \text{if } \gamma + 1 < \zeta^X; \\
(i + 1, x_0); & \text{if } \gamma + 1 = \zeta^X.
\end{cases}$$
Note that $\varphi^X$ is a repetitious coloring (see Section 5) of $C^X$. (Observe that the chain $X^+$ of [8] can be obtained by adjoining a new zero element to $C^X$.)

Let us call a lattice (automorphism) rigid if it only has the trivial automorphism. We shall use the following result.

**Lemma 14.** There are arbitrarily large sets of pairwise nonisomorphic rigid lattices of length 3.

**Proof.** Let $\mathcal{G} = (V, E)$ denote a symmetric graph (with no loops), where $V$ is the set of vertices and $E$ is the set of edges. $\mathcal{G}$ is (automorphism) rigid if it only has the trivial automorphism. In A. Pultr and V. Trnková [12, Chapter II.4], arbitrarily large sets of pairwise nonisomorphic rigid graphs are constructed.

Following R. Frucht [2], with any symmetric graph $\mathcal{G}$ we associate a lattice $H(\mathcal{G})$ of length 3 by setting
$$H(\mathcal{G}) = V \cup E \cup \{0, 1\};$$
we partially order $H(\mathcal{G})$ as follows: for $v \in V$ and $e \in E$, let $0 < v < 1$, $0 < e < 1$, and let $v < e$ if $v \in e$. Any automorphism of the lattice $H(\mathcal{G})$ yields an automorphism of the graph $\mathcal{G}$; thus the only automorphism of the lattice $H(\mathcal{G})$ is the identity mapping. Similarly, $H(\mathcal{G}_0) \cong H(\mathcal{G}_1)$ implies that $\mathcal{G}_0 \cong \mathcal{G}_1$. The lemma is thus proved.

Using Lemma 14, for each $X \in S_m(L)$, we choose a rigid lattice $M_X$ of length 3 such that if $X, Y \in S_m(L)$ and $X \neq Y$, then $M_X$ and $M_Y$ are not isomorphic. Let the lattice $X^*$ be constructed by adding the chain $C^X$ to the top of $M_X$, identifying the unit element of $M_X$ with $j^X$ (see Figure 2). Denote the zero element of $X^*$ by $0^X$. To put it into the context of Section 6, $X^*$ is obtained by inserting $M_X$ into the prime interval $[0^X, j^X]$ of the chain $X^+$. 


We shall construct two lattices $A_0$ and $A_1$. The lattice $A_0$ will contain the constructs that force the infinite joins to work properly. The lattice $A_1$ has only one role: for each color $x$, to have a prime interval of that color. Unfortunately, since we color with $\text{comp}_m L$, we cannot make $A_1$ into a chain.

We first construct the lattice $A_0$:

$$A_0 = \bigcup (X^* | X \in S_m(L)) \cup \{0, 1\},$$

where we set $0 < a < 1$ whenever $a \in A_0 - \{0, 1\}$, and, if $a, b \in A_0 - \{0, 1\}$, then $a < b$ if and only if $a, b \in X^*$ for some $X$ and $a < b$ in the lattice $X^*$ (see Figure 3).

To construct the lattice $A_1$, let us now fix an element of $\text{comp}_m L$, say 1. For each $x \in \text{comp}_m L$, $x \neq 1$, choose a rigid lattice $N_x$ of length 3 such that if $x \neq y$, then $N_x$ is not isomorphic to $N_y$, and such that no $N_x$ is isomorphic to any $M_x$ whenever $x \in \text{comp}_m L$, $x \neq 1$ and $X \in S_m(L)$. Finally, by the results of R. Frucht [1] and G. Sabidussi [13], we can represent the group $G$ as the automorphism group of a symmetric graph $\emptyset$. Define the lattice $N_1$ as $H(\emptyset)$. Then $N_1$ is a lattice of length 3 whose automorphism
group is isomorphic to $G$. It is obvious that $N_1$ can also be taken so as not to be isomorphic to any other $N_x$ nor to any $M_x$ whenever $x \in \text{comp}_m L$ and $X \in S_m(L)$. Let $u_x$ denote the zero of $N_x$ and let $v_x$ denote the unit of $N_x$.

We construct the lattice $A_1$ as follows:

$$A_1 = \bigcup \{N_x \mid x \in \text{comp}_m L\} \cup \{0, 1\};$$

we partially order $A_1$ as follows: for $a \in A_1 - \{0, 1\}$, we set $0 < a < 1$; for $a, b \in A_1 - \{0, 1\}$, let $a < b$ if and only if there exists an $x \in \text{comp}_m L$ with $a, b \in N_x$ and $a < b$ in the lattice $N_x$ (see Figure 4).

Note that $A_1$ has length 5 and that all chains in $A_0$ are of cardinality less than $m$. It then follows from Condition (2.3) that all $m$-complete congruence relations on $A_0$ and $A_1$ are complete. Since both $A_0$ and $A_1$ are strongly atomic, we get the following consequence of Lemma 9.

**Lemma 15.** For $i = 0$ or $1$, the equality

$$p_i \Theta = \Theta$$

holds for any $m$-complete congruence relation $\Theta$ on $A_i$. 
We color the lattices $A_0$ and $A_1$. Let

$$P_0 = (\text{Ip} A_0) \cup \{ [0^X, 1^X] | X \in S_m(L) \},$$

and set

$$P_1 = \text{Ip} A_1.$$ 

Define the coloring

$$\varphi_0 : P_0 \rightarrow \text{comp}_m L$$

by setting, for $X \in S_m(L)$,

$$[0^X, 1^X] \varphi_0 = \bigvee X,$$

and setting, for $p \in \text{Ip} A_0$ and $X \in S_m(L)$,

$$p \varphi_0 = \begin{cases} 
\{ p^X, & \text{if } p \in \text{Ip} [j^X, 1^X]; \\
\bigvee X, & \text{if } p \in \text{Ip} M_X; \\
1, & \text{if } p = [0, 0^X] \text{ or } p = [1^X, 1].
\end{cases}$$

Note that $\varphi_0$ maps $P_0$ onto $\text{comp}_m L$.

The coloring

$$\varphi_1 : P_1 \rightarrow \text{comp}_m L$$

is defined by setting

$$p \varphi_1 = \begin{cases} 
x, & \text{if } p \in \text{Ip} N_x; \\
1, & \text{if } p = [0, u_x] \text{ or } p = [v_x, 1];
\end{cases}$$
for \( p \in \text{Ip}A_1 \) and \( x \in \text{comp}_m L \). Note that \( \varphi_1 \) maps \( P_1 \) onto \( \text{comp}_m L \). For \( i = 0, 1 \), we observe that the following condition (\( \land \)) and its dual (\( \lor \)) hold:

\[
\land: \text{if } [u, w] \in \text{Ip}A_i \text{ and } y < w, \text{ then there is a } v \text{ with } y \leq v < w \text{ and } [v, w]\varphi_i = [u, w]\varphi_i.
\]

For strongly atomic lattices, Condition (\( \lor \)) is equivalent to the following condition:

\[
\text{if } u < v \text{ and } u < w, \text{ then } [u, v]\varphi = [u, w]\varphi.
\]

In this condition, \( \varphi \) is a coloring such that all prime intervals are in \( P \). We call this condition (\( \lor \)) because the elements \( u, v, \) and \( w \) form a \( \lor \).

The dual condition (\( \land \)) combines the dual of the above condition with a weak version of dual strong atomicity.

The coloring of the prime intervals in \( A_0 \) and \( A_1 \) are depicted in Figures 2–4 by labels to the right of the covering edges.

**Lemma 16.** An \( m \)-complete congruence relation \( \Theta = \Theta_0 \times \Theta_1 \) on \( A_0 \times A_1 \) has an extension to \( A_0 \times A_1 \) if and only if the following two conditions hold:

1. If \( p_0 \in \text{Ip}A_0, q_1 \in \text{Ip}A_1, \) and \( p_0\varphi_0 = q_1\varphi_1, \) then
   \[
   \Theta(p_0) \leq \Theta_0 \text{ is equivalent to } \Theta(q_1) \leq \Theta_1;
   \]
2. If \( P \subseteq \text{Ip}A_0, q \in \text{Ip}A_1, \) and \( q\varphi_0 \leq \lor P\varphi_0, \) then
   \[
   \Theta(P) \leq \Theta_0 \text{ implies that } \Theta(q) \leq \Theta_0.
   \]

In that event, the extension is unique and \( m \)-complete.

**Proof.** We use the Colored Product Extension Theorem; we have to show the equivalence of the conjunction of Conditions (16.1) and (16.2) with the conjunction of Conditions (7.1), (7.2), and the dual of (7.2).

Let Conditions (16.1) and (16.2) hold.

By Condition (16.1), Condition (7.1) holds for a prime interval \( I_0 \). Let \( X \in S_m(L); \) it is sufficient to consider an interval of the form \( I_0 = [0^X, 1^X] \).

Choose an element \( u \) in \( M_X \) covering \( 0^X \), and a prime interval \( I_1 \) of \( A_1 \) with \( I_1\varphi_1 = \lor X \). Since

\[
[0^X, u]\varphi_0 = \lor X = I_0\varphi_0 = I_1\varphi_1,
\]

we conclude by (16.1) that

\[
\Theta([0^X, u]) \leq \Theta_0 \text{ is equivalent to } \Theta(I_1) \leq \Theta_1.
\]

But, setting \( P = \{[0^X, u]\} \), we conclude by (16.2) and Lemma 15 that

\[
\Theta([0^X, u]) \leq \Theta_0 \text{ is equivalent to } \Theta([0^X, 1^X]) \leq \Theta_0.
\]
Thus \( \Theta(I_0) \leq \Theta_0 \) if and only if \( \Theta(I_1) \leq \Theta_1 \), concluding our verification of Condition (7.1).

We now establish Condition (7.2) and its dual. By Conditions (\( \wedge \)), (\( \vee \)), and (16.1), Condition (7.2) and its dual hold for a prime interval \( I \). On the other hand, for \( X \in S_n(\Lambda) \), if \( I = [0^X, 1^X] \) and \( y < 1^X \), then there is a \( u \geq y \) with \( j^X \leq u < 1^X \). Therefore, \( y \equiv 1^X (\Theta_0) \) implies that

\[
u \equiv 1^X (\Theta_0).
\]

Since \( \varphi_0 \) is repetitious, this congruence, Condition (16.2) with \( P = \{u, 1^X\} \), and Lemma 15 imply that \( 0^X \equiv 1^X (\Theta_0) \), establishing (7.2).

As for the dual of (7.2), if \( y > 0^X \) with \( y \equiv 0^X (\Theta_0) \), then there is in \( M_X \) a cover \( u \) of \( 0^X \) with \( u \leq y \). Then, as above, taking \( P = \{0^X, u\} \), we again get \( 0^X \equiv 1^X (\Theta_0) \), establishing the dual of (7.2).

Now let Conditions (7.1), (7.2), and the dual of (7.2) hold. Condition (16.1) then follows immediately. Condition (7.1) implies that

(+) If \( I, J \in P_i \) and \( I\varphi_i = J\varphi_i \), then

\[
\Theta(I) \leq \Theta_i \quad \text{is equivalent to} \quad \Theta(J) \leq \Theta_i.
\]

Now we verify Condition (16.2). Since \( q\varphi_0 \) is \( m \)-compact, there is a non-empty subset \( P' \) of \( P \) with \( |P'\varphi_0| < m \) and \( q\varphi_0 \leq \bigvee P'\varphi_0 \). Set \( X = P'\varphi_0 \), \( Y = X \cup \{q\varphi_0\} \); then \( X, Y \in S_n(\Lambda) \). Since \( \Theta(P) \leq \Theta_0 \), we get \( \Theta(P') \leq \Theta_0 \).

By Conditions (7.1) and (+), and by Lemma 15, we conclude that

\[
j^X \equiv 1^X (\Theta_0).
\]

Then, by (7.2) with \( y = j^X \), we get that

\[
0^X \equiv 1^X (\Theta_0).
\]

Consequently, by (+),

\[
0^Y \equiv 1^Y (\Theta_0).
\]

Since \( q_0 \in Y = (I_p[j^Y, 1^Y])\varphi_0 \), there is a \( p \in I_p[j^Y, 1^Y] \) with \( p\varphi_0 = q\varphi_0 \). Thus, again by Condition (+), we get that \( q \in \Theta_0 \), establishing (16.2) and concluding the proof of Lemma 16.

We now prove Theorem 13. Set \( K = A_0 \times_n A_1 \). We first show that \( \text{Com}_m K \) is isomorphic to \( \Lambda \). We proceed as in the proof of Theorem 8.

For \( x \in L - \{0\} \) and \( i = 0, 1 \), define a congruence relation \( \Phi_i^X \) on \( A_i \) by setting, for \( u \leq v \),

\[
u \equiv v (\Phi_i^X) \quad \text{if} \quad \varphi_i \leq x \quad \text{whenever} \quad p \in I_p[u, v].
\]
By Lemma 2, it is easy to see that $\Phi^x_i$ is indeed a congruence relation and that it is $m$-complete. Note also that the pair $\Phi^x_0, \Phi^x_1$ satisfies Conditions (16.1) and (16.2). Thus the $m$-complete congruence relation $\Phi^x_0 \times \Phi^x_1$ on $A_0 \times A_1$ extends uniquely to an $m$-complete congruence relation $\Theta^x$ on $K$.

Define

$$\psi : L \to \text{Com}_m K$$

by setting

$$x\psi = \Theta^x.$$ 

From the definition of $\Phi^x_i$, if $x \leq y$, then $\Phi^x_i \leq \Phi^y_i$, and so $\Theta^x \leq \Theta^y$. Thus $\psi$ is isotone.

It is easy to see that $\psi$ is surjective: if $\Theta_0 \times \Theta_1$ extends to $\Theta$ on $K$, then set

$$x = \sqrt{(p\varphi_0 | \Theta(p) \leq \Theta_0)}.$$ 

Then, by (16.2) and Lemma 15, $\Theta_0 = \Phi^x_0$. Again, by (16.1) and Lemma 15, $\Theta_1 = \Phi^x_1$. Thus $\Theta = \Theta^x$.

Finally, we claim that

$$\Theta^x \leq \Theta^y \text{ implies that } x \leq y.$$ 

If $x = 0$, this implication is clear. Otherwise, there is a prime interval $[u, v]$ in $A_0$ with $[u, v]\varphi_0 = x$, and so with $u \equiv v (\Phi^x_0)$. Then

$$u \equiv v (\Phi^x_0).$$ 

By the definition of $\Phi^x_0$, the fact that $[u, v]$ is prime and $[u, v]\varphi_0 = x$, this congruence implies that $x \leq y$. Thus

$$x\psi \leq y\psi \text{ implies that } x \leq y,$$

concluding the proof that $\psi$ is an isomorphism. Thus

$$L \cong \text{Com}_m K.$$ 

We now determine the group of automorphisms Aut $K$ of $K$. With each automorphism $\varphi$ of $N_1$, we associate an automorphism $\varphi$ of $K$ by setting, for $(u_0, u_1) \in A_0 \times A_1$,

$$(u_0, u_1)\varphi = \begin{cases} (u_0, u_1\varphi), & \text{if } u_1 \in N_1; \\ (u_0, u_1), & \text{if } u_1 \notin N_1; \end{cases}$$

and

$$m(I_0, I_1)\varphi = \begin{cases} m(I_0, I_1\varphi), & \text{if } I_1 \in \text{Ip } N_1; \\ m(I_0, I_1), & \text{if } I_1 \notin \text{Ip } N_1. \end{cases}$$

It follows easily that the mapping $\alpha$ defined by $\varphi \alpha = \varphi$ is an embedding of the group Aut $N_1$ into Aut $K$. 
Now let \( \varrho' \) be an automorphism of \( K \). Since the only doubly irreducible elements of \( K \) are the \( m(I_0, I_1) \), it follows that \( \varrho' \) restricts to an automorphism of \( A_0 \times A_1 \). The atoms of \( A_0 \times A_1 \) are all of the form \( \langle 0^X, 0 \rangle \) with \( X \in S_m(L) \), or of the form \( \langle 0, u_x \rangle \) with \( x \in \text{comp}_m L \). Under \( \varrho' \), an atom must map to an atom. Now each \( \langle 0^X, 0 \rangle \) lies below a join-irreducible element \( \langle 1^X, 0 \rangle \) of infinite height of \( A_0 \times A_1 \), while no \( \langle 0, u_x \rangle \) lies below any join-irreducible element of infinite height. Consequently, for each \( X \in S_m(L) \), there is a \( Y \in S_m(L) \) with \( \langle 0^X, 0 \rangle \varrho' = \langle 0^Y, 0 \rangle \); and for each \( x \in \text{comp}_m L \), there is a \( y \in \text{comp}_m L \) with \( \langle 0, u_x \rangle \varrho' = \langle 0, u_y \rangle \).

Each \( \langle j^X, 0 \rangle \) in \( A_0 \times A_1 \) is of height 4. Therefore,

\[
[\langle 0^X, 0 \rangle, \langle j^X, 0 \rangle] \varrho' = [\langle 0^Y, 0 \rangle, \langle j^Y, 0 \rangle].
\]

By their choice, no two distinct \( M_X \) and \( M_Y \) are isomorphic. Thus for each \( X \in S_m(L) \),

\[
\langle 0^X, 0 \rangle \varrho' = \langle 0^X, 0 \rangle \quad \text{and} \quad \langle j^X, 0 \rangle \varrho' = \langle j^X, 0 \rangle.
\]

For every \( X \in S_m(L) \), the lattice \( M_X \) has only one automorphism; we conclude that \( \varrho' \) is the identity on each interval \( [\langle 0^X, 0 \rangle, \langle j^X, 0 \rangle] \). Finally, the intervals \( [\langle j^X, 0 \rangle, \langle 1, 0 \rangle] \) are well-ordered chains; thus we conclude, further, that \( \varrho' \) is the identity mapping on all of \( A_0 \times \{0\} \).

Similarly, \( \varrho' \) is the identity mapping on \( \{0\} \times (A_1 - N_1) \), and so there is a \( \varrho \in \text{Aut} N_1 \) such that for all \( u \in N_1 \) we have \( \langle 0, u \rangle \varrho' = \langle 0, u \varrho \rangle \).

It follows easily that \( \varrho' = \varrho \). Thus \( \alpha \) is an isomorphism of \( \text{Aut} N_1 \) with \( \text{Aut} K \). Consequently,

\[
G \cong \text{Aut} K.
\]

This concludes the proof of the main result.

8. Concluding remarks

Observe that the main result of this paper, Theorem 13, contains the main result of [8] (Theorem 8 of Section 6). Indeed, if \( K \) is a complete lattice and \( m > |K| \), then \( K \) is \( m \)-algebraic and the unit element of \( K \) is \( m \)-compact, hence Theorem 13 applies and yields Theorem 8.

It is a very important restriction that \( m \) be an uncountable regular cardinal. Indeed, if \( m = \aleph_0 \), then an \( m \)-complete lattice \( K \) becomes a lattice \( K \). Similarly, the lattice of \( m \)-complete congruence relations of \( K \) becomes the congruence lattice of \( K \). Hence if \( m = \aleph_0 \), then \( L \) must be distributive.
If one is interested in the lattice of $m$-complete congruences only (and not in automorphism groups), then the proof of Theorem 13 can be simplified by taking $M_x = N_x = \mathfrak{E}_2$ whenever $X \in S_m(L)$ and $x \in \text{comp}_m L$.

The lattice $K$ we constructed in Section 7 has many interesting properties. We now list some of them:

**ADDENDUM TO THEOREM 13.** The lattice $K$ in Theorem 13 can be chosen to have the following additional properties:

1. $K$ is complete;  
2. every chain in $K$ is of cardinality less than $m$;  
3. $K$ is atomic and dually atomic;  
4. every $m$-complete congruence relation of $K$ is a complete congruence relation;  
5. every $m$-compact congruence relation of $K$ can be generated by a prime interval;  
6. Every $m$-complete congruence relation other than $\Theta$ leaves $0$ and $1$ isolated; that is, for every $\Theta \neq 1$, we have $[0]\Theta = \{0\}$ and $[1]\Theta = \{1\}$.

The Independence Theorem of Related Structures, due to G. Grätzer and W. A. Lampe, states that the three related structures of an infinitary algebra are independent; see Appendix 7 of G. Grätzer [4]. In G. Grätzer [6], a “lattice theoretic” proof was presented for the case of complete lattices. The proof presented in [6] works whenever the lattice to be represented as the congruence lattice of an algebra can be represented as the lattice of complete congruence relations of a complete lattice having property (6) of the Addendum. Thus we obtain:

**INDEPENDENCE THEOREM OF RELATED STRUCTURES.** Let $m$ be an uncountable regular cardinal. Let $L_c$ and $L_s$ be $m$-algebraic lattices with more than one element, let the unit element of $L_c$ be $m$-compact, and let $G$ be a group. Then there exists an infinitary algebra $\mathfrak{A}$ of characteristic $m$ such that the congruence lattice of $\mathfrak{A}$ is isomorphic to $L_c$, the subalgebra lattice of $\mathfrak{A}$ is isomorphic to $L_s$, and the automorphism group of $\mathfrak{A}$ is isomorphic to $G$.

The idea of the proof in Section 6 is easy to visualize since we deal with the direct product of two chains. In fact, in [8], we left most of the proof to the reader. Is there an advantage to the more formal approach in Section 6? As the reader will recall, we colored the interval $[0^C, a^C]$ by 1. In [8], this never comes up in the discussion. In the proof in Section 6, the condition $[0^C, a^C] \varnothing = 1$ enters the computation when we prove in Lemma 11 the dual
of Condition (3.1). It is interesting to note that if the interval $[0^C, a^C]$ is colored by anything other than 1, then the construction fails. The formal approach in Section 6 may clarify this and many other similar points to the reader.

We deal with very wide lattices in Section 7 since we do not know how to arrange all the chains $C^X$, $X \in S_m(L)$, in one chain and still control the $m$-complete congruences. We first hoped that the techniques we developed in [8] will apply to two lattices which are not chains. A simple coloring of $(\mathcal{C}_2)^2$ and $\mathcal{C}_3$ show that this is not true. This forced us to develop Sections 3–5.

It is curious that even though the techniques developed in this paper do not apply to the congruence lattice characterization problem of finitary algebras (and to the finitary case of the Independence Theorem of Related Structures of G. Grätzer and W. A. Lampe), they have applications to finite lattices. For instance, we apply the One Point Extension Theorem and the Colored Product Extension Theorem to show that every finite distributive lattice $D$ can be represented as the congruence lattice of a finite planar lattice $L$, and this planar lattice has $O(n^3)$ elements, while older proofs (R. P. Dilworth, G. Grätzer, E. T. Schmidt, and J. Berman) produced lattices with $O(2^{2n})$ elements, where $n$ is the number of join-irreducible elements in $D$. A number of such results were announced in G. Grätzer and H. Lakser [11]; see also the papers of G. Grätzer and H. Lakser [9] and [10].

We conclude by mentioning the main open problem: Can every $m$-algebraic lattice be represented as the lattice of $m$-complete congruence relations of a suitable $m$-complete lattice?
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