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Abstract

We examine the Hénon equation —Au = |z|*u? in Q C RY with
u =0 on 9 where 0 < a. We show there exists a sequence {py}i C
[%,pa(N)] with p1 < pa < p3s < ..y P 7 pa(IN) such that for
any % < p < pa(N), which avoids {pi}k, there exists a positive
classical solution of the Hénon equation, provided € is a sufficiently
small perturbation of the unit ball.

We also examine the Lane-Emden-Fowler equation in the case of
an exterior domain; ie. —Awu = wP in ), an exterior domain, with

u = 0 on Jf2. We show the existence of %fg <p1 < p2 < p3<..with

pr — oo such that if % < p, which avoids {p}«, then there exists a
positive fast decay classical solution, provided €2 is a sufficiently small
perturbation of the exterior of the unit ball.
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1 Introduction

In this note we are interested in the existence of positive classical solutions
of the Hénon equation

—Au = |z|*P in Q, (1)
u = 0 on 052,



where Q is a bounded domain in RY with N > 3 and where 0 < « and
1 <p.

For 1 < p < % it is known that H&(Q) is compactly embedded in
LPHL(€Q). This easily shows that Hg () is compactly embedded in LP1(€Q, |z|*dx)
and hence a standard minimization argument shows the existence of a non-
negative nonzero solution of (1). Applying the maximum principle and ellip-
tic regularity theory shows that u is a classical positive solution of (1). For
p > Y£2 one loses the compact embedding of H{(€2) into LPT1(Q2) and the
above proof is no longer valid. This is precisely the case we are interested
in.

In what follows B will always denote the unit ball in RY centered at
the origin, ie. B := {z € RV : |z| < 1}. We begin with a non existence
result. A classical Pohozaev argument shows there is no positive classical
solution of (1) provided € is a smooth bounded star shaped domain in
RY with p > % =: pa(N). This suggests that one may hope to
prove the existence of a positive classical solution of (1) in the case where
1 < p < pa(N), and indeed one has the following result,

Theorem. A. (Ni [19]) Suppose N > 3,0 < «a, Q=B and1 < p < ps(N).
Then there exists a positive classical radial solution of (1).

Proof. The idea of the proof is to show that Hy,.,(B) := {u € Hj(B) :
u is radial} is compactly embedded in the weighted space LP*1(B, |z|*dx)
for 1 < p < pa(N). One can then perform a standard minimization argu-
ment to obtain a positive solution of (1). One should note that in the above

approach the radial symmetry of the domain is crucial.
O

Remark 1. An alternate proof of Theorem A, using a change of variables,
is available. This approach is taken from [5] (and was also independently
noticed in [16]) where it was used to analyze various numerically observed
phenomena related to the extremal solution associated with equations of the
form
{ —Au= X1+ $)?|z|*f(u) in B.
u=20 on 0B,

See the appendix for details.

After the work of Ni [19] the Hénon equation did not receive much atten-

tion until [23], where they examined (1) in the case of Q = B. They showed,
among many results, that for 1 < p < % the ground state solution is non

radial provided o > 0 is sufficiently large. Since this work there has been



many related works, see [1, 2, 3, 24], which show various results regarding
properties of solutions to (1) in the case where 2 = B. Some of these works
include certain ranges of p > %

After the majority of this work was completed we learned of the recent
interesting work [15] where they examine (1) for general bounded domains
containing the origin. They show many interesting results, one of which is
the existence of positive solutions provided p = % — ¢ where € > 0 is
small. In addition they have another recent preprint [16] where they examine
(1) on RY and obtain many interesting results. We also mention the very
interesting related works [18, 17] from which we borrowed many ideas.

‘We now state our first result.

Theorem 1. Suppose 0 < .. Then there exists a sequence

{pite C [RE2,pa(N)] with p1 < po < p3 < ..., Pk /* Pa(N) such that for
any % < p < pa(N), which avoids {p}r, there exists a positive classical
solution of (1), provided ) is a sufficiently small smooth perturbation of the

unit ball (which we make more precise later).

Of course it would desirable to extend the above result to some non
symmetric domains which contain the origin but which are not perturbations
of the unit ball. In Proposition 1 we show there are domains such that (1)
does not have a positive classical solution. This result is fairly trivial since
the domains we consider don’t contain the origin. It would be interesting
to see if one can obtain non existence results on domains which contain the
origin. Of course one would could not obtain a result for the full range of
p < pa(N) after considering the above mentioned results obtained in [15].

We now discuss some equations related to (1) and which have received
attention recently. Suppose that u(x) is a positive solution of (1) on some
bounded connected domain 0 € €2 and we let v(z) denote the Kelvin trans-
form of u(x), ie. v(x) = u(ﬁ) Then v is a solution of

—Av(z) = |z[Pv(z)? inQ,
{ u = 0 on 09, 2)

where f:= (N —2)p— N —2 — « and Q is the transformed domain, which
is an exterior domain. Also note that since u is a classical solution we have
v(z) < ‘x'% for all € €.

Recently there has been a lot of interest in supercritical Lane-Emden-
Fowler equations on exterior domains, ie. equation (2) in the case where
B =0, Qis an exterior domain in RV and p > %; see [8, 9, 10]. Note
that when p > % we have ]% < N — 2 which motivates calling a solution



v of (2) which satisfies O(|:c\1f21) (resp. O(|z|>~™)) at infinity a slow decay
(resp. fast decay) solution. In [8] it was shown there exists infinitely many
slow decay solutions of (2) for any p > % and there exists a fast decay
solution for p > % but sufficiently close to the critical exponent.

We now state out second result.

Theorem 2. There exists % < p1 < p2 < p3 < .. withp, — oo such

that for all % < p, which avoids {py}k, there exists a smooth positive fast

decay solution of (2) in the case of B = 0 provided Q is a smooth exterior

domain which is a sufficiently small perturbation of the exterior of the unit
ball.

We now discuss another related work. In [11] they examined

—Au(z) = wu(z)? in Q:=D\Bs(P),
{ u = 0 on 0f), ' (3)

where P € D is a smooth bounded domain in RY and where § > 0 is small.
They examine the supercritical problem % < p and they find a sequence
p1 < p2 < p3 < ... with py 7 0o such that if p is given with p # py for all &,
then for all § > 0 sufficiently small, (3) has a positive classical solution.

A portion of our approach follows [11] very closely, which is not surprising
since, as noted by many authors, the equation —Au = |z|*f(u) in 0 € Q,
has some similarities to —Au = f(u) on an annular domain with center 0.
In fact they end up examining the radial solution of (1) on the unit ball
in the case of a specific value of o = . They then go on to show this
solution is non degenerate by proving an analyticity result. Their prove can
be extended to show the same analyticity result in our case and our method
then diverges from theirs.

Remark 2. As a general comment we point out that recently problems of
the form L(u) = |z|*f(u) in Q have attracted a lot of interest. In [14, 12]
it was shown that the term |x|* can drastically alter the so called critical
dimension associated with the problem —Aw = \f(u) in B. To state these
results another way, they showed that the term |x|* can have a magjor impact
in the reqularity of stable and finite Morse index solutions. They also showed
Liouville type theorems for finite Morse index theorems of similar equations
on RN . One can also examine the possibility of obtaining Liouville theorems
for —Au = |z|*uP in RY, but now without any additional spectral assump-
tions. One expects to obtain the result that for any p < po(N) there is no
positive solution. This was known to be true in the radial case but has only



recently been proven in the case of N = 3, see [22]. They showed partial
results in higher dimensions. The major difficultly here is that one does not
have the moving plane method (we are only considering the case of positive
a). After this work their methods were used to examine the case of fourth
order problems and systems. See [4, 13, 21].

The paper is organized in the following way. In Section 2 we prove
Theorem 1°, which is Theorem 1 up to a non degeneracy condition. In
Section 3 we obtain the non degeneracy condition. Theorem 2 is obtained
from Theorem 1 after an application of the Kelvin transform.

Acknowledgement. In the original version of this paper we proved there
exists a countable set {p}y C (N2, pa(N)] such that for anyp € [3E2, po(N)],
which avoided {py }1, there exists a positive classical solution of (1), provided
Q s a sufficiently small perturbation of the unit ball. The anonymous referee
suggested this result could be improved to the statement in Theorem 1 and
we greatly appreciate their suggestion.

2 The fixed point argument

For 1 < p < pa(NN) we let v,(r) denote the radial positive classical solution
of (1) on the unit ball promised by Theorem A. In this section we obtain a
positive classical solution of (1), in the case where € is a small perturbation
of the unit ball, provided the radial solution v, is non degenerate.

We begin by using a change of variables from [7], their interest was in
singular stable solutions of —Au = Ae" in Q with u = 0 on 92 where {2 was
a perturbation of the unit ball. Let ¢ : B — R be a smooth map and for
t > 0 define

QO ={z+t(x):x € B},

which, for small ¢, will be the small perturbation of the unit ball that we
solve (1) on. There is some small 0 < tg such that for all 0 < t < ¢y one has
that € is diffeomorphic to the unit ball B. Let y = x + ti(x) for x € B
and note there is some @Z smooth such that x =y + td;(y) for y € ;. Given
u(y) defined on y € Q; or v(x) defined on = € B we define the other via
u(y) = v(x). A computation shows, see [7], that to find positive classical
solution u(y) of (1) on € it is equivalent to find a positive classical solution
v(x) of

—Av — Ly(v) |z + top(z)|* P B, 4
v = 0 0B, (4)



where

Ly(v) =2t Z Uftixkayﬂ;k +1 Z V), 8yiyi1?zk + 1 Z Vzjzp 9y, &jayﬂzk-
Note that v, solves (4) when t = 0.

There are two options to obtain the existence of positive classical so-
lutions to (4) for small 0 < t. We can either apply the Implicit Function

Theorem (IFT) or we can apply a fixed point argument. To apply the IFT
we define F': R X C’g’é(ﬁ) — C%(B) by

F(t,v) i= =Av = Li(v) — | + t(x)[*|o(2) |7,

where Cg’é(ﬁ) = {v € C*%(B) : v|lpp = 0}. A computation shows that
for a > 1 and 0 < 6 sufficiently small, that F is a C' map. We now note
that F'(0,v,) = 0 and hence, if one can apply the IFT, then there is some
small 0 < ¢; and a continuous map [0,¢1) 3 t — v(t) € Cg’é(g) such that
F(t,v(t)) = 0 on [0,t;). Note that v(t) > 0 for small ¢ after considering v,
is positive and v(t) — v, in C?9. Of course to apply the IFT we require
that D, F(0,vp) : C’g’d(E) — C%(B) has a bounded inverse. To show the
existence of the bounded inverse it is sufficient to show the radial solution
is non degenerate, ie. there is no non zero ¢ € C’g ’a(E) such that

~A¢ = prov,(r)P~1¢ in B. (5)

The drawback of this approach is that the regularity of F' requires a > 1
instead of the more natural assumption that a > 0.

The second approach is to use a fixed point argument. Now recall that a
positive classical solution of (4) is equivalent to a positive classical solution
of (1). With this in mind we now prove Theorem 1 up to a non degeneracy
condition, which is given by the following theorem. In the next section we
show that one has this non degeneracy condition for all but a countable
number of p in the desired range.

Theorem 1’ (Theorem 1 up to a non degeneracy condition) Let a > 0,
% < p < pa(N) and suppose there is no non zero solution of (5). Then

for 0 < ¢ sufficiently small there exists a positive classical solution of (4).

Proof. We take the standard approach of linearizing around the approximat-
ing solution, v,. Instead of solving (4) directly we solve the slightly modified
version given by

—Av = Li(v) = |z + ty(x)|*[” B, (6)



with v = 0 on dB. One can then argue that the solution is positive and
hence solves (4). To solve (6) we look for solutions of the form v = v, + ¢.
One then sees they need to solve

L(¢) = Li(vp) + Li() + Hy(z, ) B, (7)
with ¢ = 0 on dB where L(¢) = —A¢ — plz|*v "¢ and
Hy(z,9) = |z + ti(2)|*[vp + 0P — |2[*0} — plz|*vh~"o.

Since we are assuming there is no non zero solution of (5) on can easily show
that L is a one to one and onto continuous linear operator from Cg’é(B) to
CY9(B), provided § > 0 is sufficiently small, and hence has a continuous
inverse. So to solve (6) it is sufficient to find a fixed point of

T(¢) == L™ (Le(vp)) + L™ (Le(0)) + L™ (Hi(z, 9)).

We will show that for sufficiently small ¢ and R that T is a contraction on
the closed ball of radius R centered at the origin in C’g ’5(§), which we denote
by Bpgr, and hence has a fixed point.

Let 0 < R, < 1 be sufficiently small such that for all ¢ € Bg, one has:
vp+ ¢ > F and [lv,tolls < 1. Here || - ||5 is the norm on C%°(B) given by
lolls = [|@]lLee + [@]s, where the second term is the usual semi norm term.
We can also assume that 0 < ¢35 < 1 where this was previously defined.
Let R < Ry, t < tp and ¢ € Br. C will denote universal constants which
are independent of R, ¢, ¢ but may depend on various parameters including
norms of v,. C(7) will denote a constant that depends on 7 and which
satisfies lim,\ o C(7) = 0. First note that by the continuity of L' there is
some C' > 0

ClIT(D)ll2s < [1Le(vp)lls + [ILt(D)lls + [[He(z, 9)l5
< Ctllvpllas + Ctllllzs + [[He(x, 8)lls,
where || - |25 is the norm on C?°. Now note we can rewrite H; as

Hi,8) = {Ja -+ t6(@)[* = 217} (0 + )+ lal® {(0p + )P — 08 — pob 16}
One then obtains
[He (2, 9)|| e < C(t) + [|(vp + @) — vh — pob =" ¢ Los,

and the last term can be bounded above by a term of the form C(R)||¢|| 1~
by using, for instance, the Binomial Theorem.



We now compute the semi norm of Hy(z,¢) and again we use the Bi-
nomial Theorem. Recall that (a + b)P = >3 vxaP~*b*, where 4 are the
binomial coefficients, and where this series converges absolutely provided
|b] < a. The following computations will utilize the following two inequal-

ities: [fgls < I fllz=lgls + [flsllgllz and [f*]s < K|If[§ for k a positive
integer. Using the above estimates we see that

[Hy(z,9)]; < C(t)+Cll(vp + ¢)P — vh — prb~"¢| 1~
+ [(vp + @) —vh — pvg_lqb]é

and now recall the second term is bounded above by C(R)||¢||rec. We now
compute the last term. Firstly we write

oo
(vp + @) — v — pvg_lqb = Z ykvg_kgbk,
k=2
and hence the last term is bounded above by > 72, | Vx| [vg_kdﬂ“} 5 We write
k—1
[vgfkqbk} 588 [vp 1 (£> ] and then we expand this using the two rules
0

Up

mentioned above. Doing this gives

_ -1 _ _ —1, — _
(575 0k] < Nl ol k= 1)l 5™ + [lsllonl i oy o
1l oo [0~ sl Il
Using this we see that we have
[(vp + 0)? —vf — pb 6] ; < C(B)9lls,

and combining this with the L> estimate gives || H¢(z, ¢)||s < C(t)+C(R)||¢]|s.
Using this we see that for all ¢ < tg, R < R, and ¢ € Br we have

IT(®)ll2.5 < Ct+ C(t) +{Ct + C(R)} [|§

2,5- (8)

We will pick the parameters R and t after we find the sufficient condition
for T to be a contraction.

Let t <t9, R < R, and ¢g, ¢ € Br. Using the continuity of L~ and the
form of L; gives the estimate

1T (¢0) — T(p)ll2,5 < Ctllpo — ¢ll2,5 + Cl|Hi(x, po) — Hi(, d)lls-

We now rewrite the term Hy(z, ¢g) — Hy(x, d) as




L+1 = |z+ ()| {(vp+ o) — (vp+ )P — pv£*1(¢o -9)}
+{|z + t ()| — |2|*} pob~ (o — ).

One easily sees that [[Iz]|s < C(t)||¢o — ¢||5- Using the Binomial Series
approach and the fact that there is some C' > 0 such that ||[v™ (¢g— )| L=~ <
Cll¢o — @llo,1 one obtains |1z < C(R)|lpo — dllog < C(R)|[¢o — ¢ll2,5. A

calculation shows that

[11]5 < C(R)llgo — ll2.s + C [(vp + ¢0)” — (vp + @) — pub~" (do — 9)] .

and we now estimate the final semi norm term. Towards this define J =
(vp + @0)P — (vp + P)P — pvg_l(qbo — ¢) and we can rewrite this in terms of
the Binomial Series as

) k—1 & k—1—i & i
J = (¢0 - d’) Z’Yk ng_l (UO> <v) )
'p p

k=2 =0

and from this representation one can show [J]s < C(R)||¢pg — ¢l/2,5. Com-
bining the results we see that [|T(¢g) —T(¢)|l2.5 < (C(t)+C(R))|¢o — dl|2,6-
Using this and (8) one sees that T" will be a contraction mapping on B pro-
vided R < R, is fixed sufficiently small and then ¢ < tg is chosen sufficiently
small. O

We now give a non existence result for positive solutions of (1).

Proposition 1. Let 0 € Q denote a smooth bounded domain in RN which is
star shaped with respect to the origin, 0 < o and suppose x| — 0o. Then
for any % < p there is no positive classical solution of (1) on Qy, 1= T+
provided m is sufficiently big.

Proof. Suppose u is a positive classical solution of (1) on ,,. Define
timy Zm, Ym DY tf’n71|:1:m|°‘ =1, z;m = |§:Z| and ¥, = |zm|”'. Note that
tm, Ym — 0 and |z,| = 1. Define the rescaled functions vy, (z) = ¢, u(z,, +

x) and note that vy, is a positive solution of

—Av = |z + Y|P in 0,
v = 0 on 0f2.

Applying a Pohozaev argument gives



N -2 N Em(x)
p+1 « o _cm
/va fom +ma ( 2 p+l p+1>

1
+/ Vo |z v(z) =0
2 Jon

-V (|zmtyme|®)
|Z77L+'Y7n-73‘a
). Now note that &,,(x) — 0 uniformly on Q and hence the result follows

after considering the fact ¥ - 1% >0 and z - v(z) > 0 on 9. O]

where e, () = and v(x) is the outward pointing normal on

3 Non degeneracy of the radial solution

We begin by defining a few necessary quantities. Let Ay denote the Laplace-
Beltrami operator on S™~! and we let (¢x, A\,) denote the associated eigen-
pairs, ie. —Agor(0) = Mpor(0) in SV1. Note that \g = 0, ¢9 = 1 and
Al =X =,...,= Ay = N —1,< Anq1,... Define the operator L on the
radial functions by

L) = r? (—=A¢ — prov,(r)P 1),

and we work in the weighted L? space given by H := L*(B,|z|~2dz). We
define the domain L by

D(E) := { € H 0V H{ 0 10(B\0}) : L(¥) € HY.

Note that L is self-adjoint on H. For given a > 0 and p > 1 we define

. V|2 — prowv, (r)P1y2de
v(p) := inf_ fB| | 7 p(7) .
yeD(L) I e

Note that v(p) is just the first eigenvalue of L which is clearly negative after
one considers taking ¢ = vy,

Proposition 2. Suppose that (5) has a non zero solution ¢. Then v(p) €
{=\¢ 1 k>1}.

Proof. Suppose ¢ satisfies (5) and we write ¢(z) = > 7 5 ar(r)¢r(6). We
now use the formula A¢ = ¢, + XL6, + T%Aggb to see that

T

0= Z (a%(r) + NT_ 1“2:(7”) - %ak(r) +pravp(r)p_1ak(r)> or(0),

k=0

10



and hence we have

N -1 A
0=al(r) + Ta;ﬁ(r) +pr°‘vp(r)p_1ak(r) — r—l;ak(r) Vk >0, (9)

along with the boundary condition ax(1) = 0.
We begin with k£ = 0. Since A\g = 0 we have ag is a radial solution of

a, p—1 :
—Aag = prv)~ag in B,

with ag(1) = 0. We now define v, and dy by

0p(r) = L+ 571508, a(r) = do(r3 ),
as in Theorem B and Corollary 2 in the appendix. From Theorem B and
Corollary 2 we have B
~An(a)Up = UpP B,
and

_AN((X) dO = pﬁpp_ldo Ba
with zero Dirichlet boundary conditions. Here Ajy(,) is the Laplacian in
the fractional dimension N («) see the appendix. We now wish to show that
ap = 0. We now recall the following result, from [20], where it is shown that
any positive classical (and hence radial) solution of

—Aw = wP in B,
w = 0 on 0B,

is non degenerate, ie. there is no non zero 1 which satisfies —Av = pwP~1e
in B, with ¢ = 0 on 0B. A careful examination of the proof shows that it is
still valid in fractional dimensions provided ) is radial and hence dp = 0 and
so ag = 0. Of course this does not say that v, is a non degenerate solution of
(1), but it does say that v, is a non degenerate solution of (1) in H&md(B).

We now suppose that some ag(r) is non zero solution of (9) for some
k > 1, which we rearrange to read

r? (—Aak — pro‘vfg’_lak) = —\pay,

and so using the above notation we see that f/(ak) = —Apag, so =\ < 0 is
an eigenvalue of L. We now argue that L has only one negative eigenvalue
and hence —\; must be the first eigenvalue of L.

To see this lets suppose that L has at least 2 negative eigenvalues say
1 < po < 0 since the first is simple and we assume that by are the associated

11



eigenfunctions of L. Since by is orthogonal to by in L2, (B, |z|~2dz) we have
that [, Vby - Vby — p [ r%v,(r)P~1b1by = 0. From this we see that

() = /B Vol —p /B PO ()P,

is negative on X := {sb; + tby : s,t € R} except at the origin and hence
the radial Morse index of v, is at least two. Since v, is a mountain pass
solution of a C? functional over H&md(B) we know that its radial Morse
index is at most one and hence we have a contradiction. From this we see
that L has at most one negative eigenvalue. Recalling that v(p) < 0 we
see that L has exactly one negative eigenvalue, and hence we must have
v(p) € {=Xx 1 k> 1}

O

Our goal is to now show p — v(p) is a non constant analytic function.

Proposition 3. Let 0 < o and define v(p) as above on (1,po(N)). Then
v(p) is non constant on this interval.

Proof. First recall that for all 1 < p < po(IN) we have v(p) < 0. We now
show that limy\ ; v(p) = 0 and hence v(p) cannot be a constant function.

—Av, -1 . . ..
Observe that ——* = r®vh~ " and since v, is positive we have
p

/B Tyl - /B P12 > 0,

for all ¢ € C2°(B). From this we conclude that

/ Vo - / ol > (1 p) / P12,
B B B

for all ¢» € C°(B). Suppose now we can show that vﬁfl is uniformly
bounded in B for p € (1,1 + ¢). Then it is easy to see, using the above
inequality, that lim,\ ; (p) = 0 and we would be done. Let p, \, 1 and set
Ty := vp, (0) = ||vp, || L~ and define the rescaled functions

= pp=t
ZUk(ZL') = )‘]:k Upk(Ak:L‘)a |J"‘ < Ry := Tk2+a 5

2t+a
where A} Tj, = 1. Now note that —Awy, = |z|*w}* in B, and 0 < wy, <

wg(0) = 1 in Bg,. Our goal is to now show that T,f’“_l is bounded. So
towards a contradiction suppose, after passing to a subsequence, that Ry —

12



0o. By using the usual harmonic decomposition and a diagonal argument,
coupled with the fact that p; \, 1, we see there is some w > 0 in RY which
satisfies —Aw = |z|*w. From this we can conclude that for all smooth
compactly supported ¢ we have

[l < [1vap

and from this we can easily get a contradiction by taking 0 < ¢¥p < 1 which
are supported in Bog with ¢ = 1 on Bgr and letting R — co. From this
we can conclude that T} is bounded. ]

We would now like to show p — v(p) is analytic. This result is essentially
contained in [11]. Recall they are examining solutions of (2) in the case of
8 = 0. Let N+2 < p. A computation shows that p < N+2+2(p J(VN 22) N-2)
and hence there exists a smooth positive radial solution v, of —Av =
|2[PN=2)=N=2y» in B with v = 0 on dB. Using the methods developed
n [6] they show that if v;(p) is defined exactly as we defined v(p), except
with & = p(N — 2) — N — 2, then p — v (p) is analytic and non constant in

p on (%, o0). The same proof also shows that p — v(p) is analytic in p.

Define A := {§+2 < p < pa(N) : v(p) = —A; for some i > 1}. Note
we are omitting the values of 1 < p < % since one can find a positive

solution of (1) using the standard variational approach.

Corollary 1. There exists some N+2 <p1 < p2 < p3 < .. withpg / pa(N)

such that A C {py : k > 1}. Hence for all %f% <p< pa(N), which avoids
{pk}k, then there is no non zero solution of (5).

Proof. We begin by showing that v(p) is bounded on any interval of the
form [1,po(N) — €) where € > 0 is small. To see this first recall from the
proof of Proposition 3 we have [|v,|| 2 bounded on the interval (1,1+¢) for
¢ > 0 and small. One can also see that va||z;;o1 is bounded provided we stay
away from the new critical exponent pa(N). Hence for £ > 0 small there is
some C. > 0 such that ||vp||7 ' < C.forall 1 <p < pa(N)—e. So from
this we have

- fB |V¢|2 + pCe fB ran

—v(p) < sup 5
veD(D) I e
C roa)?
< sup. W
ven(@y \  Jpp
< pCq,

13



and recalling that v(p) is negative gives the desired result. We now suppose
that A has an accumulation point in [%,pa(N)), say at some % <p*<
Pa(N). This implies there is some infinite sequence of distinct points g € A
with g — p*. So for each k there is some positive integer o(k) such that
v(qk) = —Ag(k)- But since v is bounded on on [1,pa (V) — ¢) we see there
must be some integer i such that o(k) = i for an infinite number of k£ and
hence v(qr) = —A; for an infinite number of k. But since p — v(p) + \; is
a real analytic function defined on (1,po(NV)) and p* € (1,pa(N)), we can
conclude that v(p) + A; is identically zero on (1,p,(IV)); which gives us the
desired contradiction.

]

Proof of Theorem 2. To find a positive classical fast decay solution
of —Au = P in Q with v = 0 on 02 where () is an exterior domain not
containing the origin it is sufficient to find a positive classical solution of

—Av = |:E|p(N_2)_N_2vp in Q with v=0o0n 89 (10)

where  is the Kelvin transform on €. Let v, denote the radial solution on
the ball and let v1(p) denote the quantity defined above. From [11] we know
that v1(p) is non constant analytic function defined on (%, o0). Then, as
we argued before, the radial solution is non degenerate except for possibly
a countable number of p. Provided the radial solution is non degenerate we
can find a positive classical solution of (2) provided Q is a sufficiently small
perturbation of the unit ball.

O

4 Appendix

Given a radial function we define the m dimensional Laplacian by

m—1

Apo(r) =0"(r) + V' (r).

r

Note this is well defined for fractional dimensions. The following theorem
gives the precise change of variables result, which has been modified for our
particular nonlinearity. We remark this change of variables was indepen-
dently noticed in [16].

Theorem. B. [5]. For any a > —2, the change of variable u(r) = (1 +

2 a
%)ﬁﬁ(rl‘*'?) gives a correspondence between the radially symmetric solu-
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tions of the equation

—Anu = |z|*u? in B,
{ u=20 on 0B, (11)

in dimension N and those of the equation

—AN(a)a =uP mn B,

- 12
{ u=0 ondB, (12)
in — the potentially fractional — dimension N(«) = 2%\{;&).

Proof. A computation shows that

2p a

Anu(r) +rou(r) = (L+ 5)7 1 (Ayils)] _, g + a3 HP),

and the desired result easily follows.
O

Using the same change of variables gives a correspondence between so-
lutions of the linearized equations.

Corollary 2. Let u(r) denote a classical positive radial solution of (11) and
let w be as in the above theorem. Let a(r) denote a solution of —Aa(r) =
preu(r)P~ta(r) on the unit ball in RN with a(1) = 0. Define a by a(r) =
a(rz*Y). Then

~An(a)a(s) = pa(s)P " a(s) (13)
for all 0 < s <1 with a(1) = 0.

We now indicate how Theorem B can be used to prove Theorem A. Let
1 < p < pa(N). To find a positive classical radial solution of (1) it is
sufficient to find a positive solution @ of (12). So we need to find a positive
radial function w which satisfies

—An@w = w’ B,

with zero Dirichlet boundary conditions. If we omit the possible difficul-
ties associated with fractional dimensions, then this equation is subcritical
exactly when

N(a)+2 N+2+2a

1 —
SPSN@-2  N-2

= pa<N)a

and we expect the standard variational approach works. It turns out that
the fractional dimensions do not pose any issues, see [5] for more details.
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