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Abstract

The main thrust of our current work is to exploit very specific characteristics of a given

problem in order to acquire improved compactness for supercritical problems and to prove exis-
tence of new types of solutions. To this end, we shall develop a variational machinery in order
to construct a new type of classical solutions for a large class of supercritical elliptic partial
differential equations.
The issue of symmetry and symmetry breaking is challenging and fundamental in mathematics
and physics. Symmetry breaking is the source of many interesting phenomena namely phase
transitions, instabilities, segregation, etc. As a consequence of our results we shall establish
the existence of several symmetry breaking solutions when the underlying problem is fully sym-
metric. Our methodology is variational, and we are not seeking non symmetric solutions which
bifurcate from the symmetric one. Instead, we construct many new positive solutions by devel-
oping a minimax principle for general semilinear elliptic problems restricted to a given convex
subset instead of the whole space. As a byproduct of our investigation, several new Sobolev
embeddings are established for functions having a mild monotonicity on symmetric monotonic
domains.
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1 Introduction

In this work we develop a variational machinery to examine a large class of significant supercritical
elliptic partial differential equations that arise naturally in various physical models: solitary
waves in nonlinear Schrédinger equations; gravitational potential of a Newtonian self gravitating,
spherically symmetric, polytropic fluid; and a model for a cluster of stars. Our method is
variational but as opposed to working on the natural energy space, which typically limits problems
to subcritical and critical, we work on closed convex sets (not necessarily a linear subspace) which
increases the available compactness. Working on symmetric functions can sometimes increase
compactness, which together with the principal of symmetric criticality provides an efficient tool
to deal seemingly nocompact settings (see for instance [5] and [46]). Our method further increases
compactness as we are restricting our problems on an appropriate subsets which goes well beyond
the symmetry induced function spaces under certain compact groups. The main thrust of our
current work is to exploit very specific characteristics of a given problem in order to acquire
improved compactness for supercritical problems and to prove existence of new types of solutions.
Our approach is broad enough to cover many elliptic partial differential equations, and in general,
one can employ a combination of symmetry, monotonicity, smallness in certain norms, convexity,
and etc to name a few.

Broadly speaking we are interested in obtaining positive classical solutions of equations of the
form

—Au+V(2)u = a(z)u’~! in Q, (1)

where © C RY is either the full space or  is a bounded subset and in which case we add the
boundary condition v = 0 on 0f2. Our main interest will be in obtaining solutions in the case
of p > 2 and supercritical. Generally a will be a sufficiently smooth function which satisfies
some symmetry and monotonicity assumptions and we point out any added compactness is not
coming from a; which is a different phenomena from the Hénon equation. The domains we will
examine will be domains of double and triple revolution with some added monotonicity properties.
Additionally when the problems has extra symmetry we will obtain solutions which do not inherit
the extra symmetry of the problem. On radial domains we will obtain nonradial solutions which
are not foliated Schwarz symmetric. As a consequence of our approach, many new multiplicity
results are also obtained.

Since we address existence and multiplicity issues for numerous supercritical problems we list
the equations here for the convenience of the readers. Even though each of these problems poses
their own difficulty, our variational machinery is able to give a unified approach.



e In Section 4 we examine the following problem

—Au = a(x)uP~t  in Q, )
u=20 on 0f2.

Here we consider annular domains which are radial and nonradial. On the radial domains we
obtain new type of positive nonradial solutions for which do not have the foliated Schwarz
symmetry. In all cases we obtain results for a supercritical range of p. The main result is
Theorem 4.1.

e In Section 5 we examine
—Au = |z|%uP~!  in By, 3)
u = 0 on aBl,

where B is the unit ball in RY. In Theorem 5.1, we obtain several types of positive new
nonradial solutions on a range of supercritical p.

e In Section 6 we examine
—Au+u = |z uP! in RY = R™ x R, (4)
and we show there is a positive classical solution for

2N +2a—4 _ 2N +2a
N_2 L

and for large o we obtain a nonradial solution. Theorem 6.1 is devoted to this problem.

e In Section 7 we examine )
_ U p— ;
Au + ‘$|a = U 1n Bl, (5)
u=0 on 0B,

where a > 2 (note this is in some sense supercritical). For 2 < p < QNX,F# we obtain a

positive classical solution of (5) and for large « we obtain a nonradial solution. Additionally
the solution decays to zero at the origin quicker than any polynomial. See Theorem 7.1 for
details. Note here the zero order potential is playing a key role and we believe this is new
phenomena.

e In Section 8 we give an approach to show ground states of various problems on radial do-
mains are nonradial. Indeed, as stated in Theorem 8.1, the best constant in the well known
hardy inequality corresponding to the underlying domain plays a major role to address this
challenging affair.

e In Section 9 we examine
—Au = a(x)uP~t  in Q, (6)
u=20 on 0f),

where € is a bounded domain in R which is also a domain of triple revolution. Under
various assumptions we prove the existence and also some multiplicity results (for a range of
supercritical p). We have listed our contributions in Theorems 9.1, 9.4, 9.5 and Corollary 9.5.

A crucial step in proving the above existence results will be in obtaining improved Sobolev
imbeddings for various classes of symmetric and monotonic functions. The increases in compactness
comes from two distinct properties of the closed convex sets we choose to work on, namely the
symmetry and also the monotonicity. One should note that these improved imbeddings also play a
crucial role in the proof of the regularity of the solution. One added benefit of our approach is we
can use energy levels directly to prove various results.



1.1 Outline of the paper

We now give a brief outline of the paper. In Section 2 we develop our abstract variational machinery.
In Section 3 we introduce domains of m revolution and in particular we discuss domains of double
revolution. Then in Section 4 we consider elliptic problems on domains of double revolution which
are also annular type domains. The Hénon equation on the unit ball is considered in Section 5.
In Section 6 we consider a Hénon like equation, but with a zero order term, on the full space.
In Section 7 we consider a singular potential problem. Section 8 is where we develop the needed
machinery to obtain solutions on symmetric domains without the naturally expected symmetry.
Finally in Section 9 we consider domains of triple revolution.

1.2 Background

Here we give some background on the the problem and for this we take a(z) =1 and V() = 0 and
hence we consider
—Au=uP"! in Q,
u>0 in Q, (7)
u=20 on 0f).

We assume € a bounded smooth domain in RY. For N > 3 the critical exponent 2* := % plays
a crucial role and for 2 < p < 2* a variational approach shows the existence of a smooth positive
solution of (7). For p > 2* there is no positive classical solution via the Pohozaev identity on
star shaped domains, see [57]. For general domains in the critical/supercritical case, p > 2*, the
existence versus nonexistence of positive solutions of (7) presents a great degree of difficulties; see
[6, 22, 32, 31, 30, 29, 33, 49, 53, 54, 59, 60]. Many of these results are very technical and some
require perturbation arguments.

The possibility of utilizing the most of features that a given problem can offer to gain improved
compactness for supercritical problems and to prove existence of new types of solutions is what mo-
tivated us for this work. As mentioned earlier, these features could be a combination of symmetry,
monotonicity, convexity and etc. For instance, let us consider the Neumann boundary problem

—Au+u = a(r)uP? in By, (8)
O,u=0 on 0B,

where By is the unit ball centered at the origin in R"V. The interest here is in obtaining nontrivial
solutions for values of p > % In [8] they considered the variant of (8) given by —Au+u = |z|%uP~!
in By with % = 0 on 9B (for Dirichlet versions of the Hénon equation see, for instance, [52, 36, 24]).
They proved the existence of a positive radial solutions of this equation with arbitrary growth
using a shooting argument. The solution turns out to be an increasing function. They also perform
numerical computations to see the existence of positive oscillating solutions. In [61] they considered

(8) along with the classical energy associated with the equation given by

U2 UQ
E(u) = /&Wd:f;—/& a(jz|) F(u) dz,

where F'(u) = f(u) (they considered a more general nonlinearity). Their goal was to find critical
points of E over H} ,(B1) := {u € HY(B;) : u is radial}. Of course since f is supercritical the
standard approach of finding critical points will present difficulties and hence their idea was to find

critical points of E over the cone {u € H! ,(By) : 0 < u, u increasing}. Doing this is somewhat



standard but now the issue is the critical points don’t necessarily correspond to critical points
over H! ,(Bj) and hence one can’t conclude the critical points solve the equation; for instance the
critical point could lie on the boundary of the convex cone and then one cannot perturb in all
directions. The majority of their work was to show that in fact the critical points of £ on the cone
are really critical points over the full space. We remark that this work generated a lot of interest in
this equation and many authors investigated these idea’s of using monotonicity to overcome a lack
of compactness. For further results regarding these Neumann problems on radial domains (some
using these monotonicity ideas and some using other new methods) see [3, 39, 10, 9, 11, 21, 27, 47].

In [25], by making use of duality theory in convex analysis, we examined the super critical
Neumann problem given by

—Au+u=a(z)f(u), inQ,
u >0, in , 9)
% =0, on 0,

for multiradial domains which are a natural extension of radial domains. The idea of using
convexity to deal with partial differential equations has a very long history starting from
[35, 64] and also the recent papers [50, 51]. For Neumann problems on general domains see
[3, 28, 38, 40, 41, 42, 43, 58, 65].

We now return to the Dirichlet problems. There have been many supercritical works that deal
with domains that have certain symmetry, for instance, see [15, 16, 17, 18, 19, 20, 48].

In the case of the annulur domains the authors in [13, 14, 45] examined subcritical or slightly
supercritical problems on expanding annuli and obtained nonradial solutions. In [37] they obtain
nonradial solutions to supercritical problems on expanding annulur domains. In [7] they consider
nonradial expanding annulur domains and they obtain the existence of positive solutions. In [33, 19]
they consider domains with a small hole and obtain positive solutions. We shall also refer the
interested reader to the recent works [1, 12, 26] where the idea of monotonicity together with
variational and non-varitioanal methods were employed to deal with equation (9) in annular type
domains.

2 A variational approach towards supercritical problems

In this section we assume that  is a domain in RY which is not necessarily bounded. We also

assume that a is a non-negative measurable function that is not identically zero. For p > 1, we
define

r(Q) = {u: /Qa(:n)|u|pd:n < oo},

equipped with the norm

1
P
lullzy = ( [ attap d:c)

We have the following general variational principle for possibly super critical elliptic problems.

Theorem 2.1. (K ground state solution) Let Q be a domain in RN, p > 2, and a be a non-negative
function that is not identically zero. Let A be a non-negative number which is strictly positive if <)
18 unbounded. Consider the problem

{ —Au+ \u = a(x)|ulP2u, x€Q,

ue HY(Q), (10)



and its formal Euler-Lagrange functional
1 1
I(u) = = / (IVul® + \u?) dx — / a(x)|ul? dz.
2 Ja pJa

Let K be a convex and closed subset of H&(Q) Suppose the following two assertions hold:

(i) K is compactly embedded in L5(Q), i.e., every bounded sequence in K has a converging sub-
sequence in Lh(Q).

(17) (Pointwise invariance property) For each u € K there exists v € K such that

— AT+ Ao = a(x)|aP %4,
in the weak sense, i.e.,

/ Vo - Vndr + )\/ ondr = / a(z)|alP~%an dz, Vn € H(Q) NLE(Q).
Q Q Q

Then there exist ¢ > 0 and @ € K such that (1) = ¢ and G is a weak solution of the equation

—Au+ v = a(x)|ulP2u, ¥ €Q (11)
u =0, x € 0N.

We call 4 a K-ground state solution of (11). A characterization for the critical value c is given
in the proof.

We shall need some preliminaries before proving this theorem. Consider the Banach space
V = H}(Q) N LE(Q) equipped with the following norm

[ullv = llullmz @) + lullzz ),

and note that the duality pairing between V and its dual V* is defined by
(u,u*) = / u(z)u*(z) dx, Vu eV, Vu* e V*.
Q

We define ¥V : V — Rand ®: V — R by

W(u) = ;/Q(\Vulz—i—)\uQ)dx,
and )
B) = /Q a(2)|ulPda.

We remark that even though @ is not even well-defined on H{ () for large p, but it is continuously
differentiable on the space V = H}(Q) N LL(Q). Finally, let us introduce the functional Eg (u) :
V — (—00, +0o0] defined by

Ex(u) == Vg (u) — D(u) (12)
where
o= 40 2

Note that Ex is indeed the Euler-Lagrange functional corresponding to (11) restricted to K. We
shall now recall some notations and results for the minimax principles for lower semi-continuous
functions.



Definition 2.1. Let V be a real Banach space, ® € CY(V,R) and ¥ : V — (—o0,+00| be proper
(i.e. Dom (V) # (), convex and lower semi-continuous. A point u € V is said to be a critical point

of
[=V_—9 (14)

if u € Dom(W) and if it satisfies the inequality
(D®(u),u —v) + ¥(v) — ¥(u) >0, Yo eV, (15)
where (-, -) is the duality pairing between V' and its dual V*.

Definition 2.2. We say that I satisfies the Palais-Smale compactness condition (PS) if every
sequence {uyp} such that

o [[uy) > c€R,
o (DP(up),up —v) + ¥(v) — ¥(uy) > —en|lv —uyl, Yv eV,
where e, — 0, then {u,} possesses a convergent subsequence.
The following non-smooth mountain pass theorem is due to A. Szulkin [63].

Theorem 2.2. Suppose that I : V — (—o0,+0o0] is of the form (14) and satisfies the Palais-Smale
condition and the Moutaint Pass Geometry (MPG):

1. I(0) = 0.
2. There exists e € V such that I(e) < 0.

3. There ezists some p such that 0 < p < |le|| and for every uw € V with ||u|| = p one has
I(u) > 0.

Then I has a critical value ¢ > 0 which is characterized by

c¢=inf sup I[y(t)],
7€l te(0,1]

where T' = {y € C([0,1],V) : v(0) = 0,v(1) = e}.
Proof of Theorem 2.1 Note first that K is a weakly closed convex subset in H}(£2) where we

equip H(2) by the following norm:

ey = [ (IVul? + Aul)da.

It follows from condition (i) in the theorem that K is compactly embedded in LL. Thus, there
exists a constant C such that

el @) < llullv < Cllullgy @), Vue K. (16)

Both the mountain pass geometry and (PS) compactness condition for the function Ex = Wi —®
given in (12) follow from the standard arguments together with inequality (16). Here, for the
conveience of the reader, we sketch the proof for the (PS) compactness condition and the mountain
pass geometry. Suppose that {u,} is a sequence in K such that Ex(u,) — ¢ € R, ¢, — 0 and

Uk (v) = Uk (un) + (DP(up), up — vy > —enllv —uy|v, Yo e V. (17)



We must show that {u, } has a convergent subsequence in V. Firstly, we prove that {u, } is bounded
in V. Note that since Ex (uy) — ¢, then for large values of n we have

1 1
sl — 3 [ a@lPde <1 (18)

Note that

<D<P(Un)7un>Z/a(a:)|un(x)|pd:c.

Q
Thus, by setting v = ru, in (17) with r =1+ 1/p we get

(1=
2

gy + = 1) [ alolunPd < enlr = Dlfualv. (19)
Adding up (19) and (18) yields that
1y < Co(L+ llunllv),

0 ()

for some constant Cy > 0. Therefore, by considering (16), {u,} is bounded in H{(£2). Using standard
results in Sobolev spaces, after passing to a subsequence if necessary, there exists 4 € H} () such
that u, — 4 weakly in H(Q2) and u, — @ a.e.. Also according to condition (i) in the theorem,
from boundedness of {u,} C K in H(2), one can deduce that the strong convergence of u,, to 4
in L%. Now in (17) set v = u to get

L. _ _ _
33 = e By )+ [ @l (i = e > el =l (20)
Therefore, it follows from (20) that

1. —
5(hTanﬁsgp ||un\|12q§(ﬂ) - HUH?-II) <0.

The latter yields that
Uy — U strongly in V'

as desired. We now verify the mountain pass geometry of the functional Ey. It is clear that
Ex(0) =0. Take e € K. It follows that

t2 tP
Exc(te) = & / (IVel? + Ne2)da — = / a(|z]) ePdz
Q P Ja

Now, since p > 2, for t sufficiently large Ex(te) is negative. Take u € K with ||ully = p > 0. We
have

1 1
Bilu) = lully — o [ allel)luda.
pPJa
Note that by (16), there exist positive constant C' such that for every u € K one has
ull g < [lully < Cllullg- (21)

We also have that
/Q a(|a))|ulPdz < Colull’,



Therefore

1 1 Co

1
Ex(u) > 5““”%{1 - p/ﬂa(\x’)\u’pdﬂﬂ > 5”“”1%11 5 [[wllt,
> Tm”uHV - ?HUHV = 502" ~ Epp >0,

provided p > 0 is small enough, since p > 2. If u ¢ K, then clearly EFx(u) > 0. Thus, (MPG) holds
for the functional Ex. It now follows from Theorem (2.2) that Ex has a critical point u € K, with
Ex(u) = ¢ > 0 where the critical value c is characterized by

= inf E t 22
¢ = inf max k[ ()], (22)

where
I'={yeC([0,1,V) : 7(0) =0 #~(1), Ex (v(1)) < 0}.

Since Ex(u) > 0, we have that @ is non-zero. Since u is a critical point of Fg, it follows from
Definition 2.1 that
(D®(u),u —v) + Vg (v) — Ug(a) >0, Vv e V. (23)

On the other hand, by (ii), there exists v € K satisfying

—~AD + Mo = a(z)|alP%u, x€Q (24)
v=0, x € 09,
in the weak sense. By setting v = ¥ in (23) we obtain that
1 1
/ Vo2 + \o*dx — / \Va|* + Malde > / a(x)|aP~*u(v — ) dx
2 Jo 2 Jo Q
= /V@-V(@—a)Jr)\@(@—a)da:
Q
where the last equality follows from (24). Therefore,
1 _ 12 A
— [ |[Vo=Vau|*de+ = [ |[v—1ul"dx <0, (25)
2 Ja 2 Jo

which implies that @ = v. Taking into account that 4 = v in (24) we have that u is a weak solution
of (11):
{ —Au+ Au = a(z)|ulP2u, x€Q, (26)

u =0, x € 0.

3 Domains of double revolution

In this section we gather some information about the domains of double and higher revolution. We
also state and prove useful embedding theorems for these type of domains.

We start by domains of double revolution. Consider writing RY = R™ x R™ where m,n > 1 and
m +n = N. We define the variables s and ¢ by



We say that Q@ C RN is a domain of double revolution if it is invariant under rotations of the
first m variables and also under rotations of the last n variables. Equivalently, €2 is of the form
Q= {r € RY :(s,t) € U} where U is a domain in R? symmetric with respect to the two coordinate
axes. In fact,

U= {(s,t) eR?:z = (r1=8,22=0,....;p, =0, Zppy1 =1t,...,2ny =0) GQ},

is the intersection of 2 with the (x1, ;,+1) plane. Note that U is smooth if and only if €2 is smooth.
We denote Q to be the intersection of U with the first quadrant of R?, that is,

Q:{(s,t)eU: s>0,t>0}. (27)

Using polar coordinates we can write s = 7 cos(6), t = rsin(f) where r = |z| = |(s,t)| and 6 is
the usual polar angle in the (s,t) plane.

All domains will be bounded domains in RY with smooth boundary unless otherwise stated. To
describe the domains in terms of the above polar coordinates we will write

Q= {(0,7): (s,t) € Q}. (28)

Define
H&G = {uEH&(Q) tgu=u VgeG},

where G := O(m) x O(n) where O(k) is the orthogonal group in R¥ and gu(z) := u(g~'z).

In [26] we have considered annular domains and annular domains with monotonicity via the
following definition:

Definition 3.1. We refer to a domain of double revolution in RN with N = m +n an annular
domain if its associated domain € in the (s,t) plane in R? is of the form

Q:{(O,r) L g1(8) <7 < g2(0),0 € (Og)} (29)

™

in polar coordinates. Here g; > 0 is smooth on [0, 5] with g;(0) = g;(5) = 0 and g2(0) > g1(#) on

[0,3]. We call @ an annular domain with monotonicity if g1 is increasing and gs is decreasing on

(0, %)
To distinguish these domains from the new ones we will refer to these as 5 annular domains
with and without monotonicity. We proved the following imbeddings:

Theorem A. [26] Let ) denote a 5 annular domain in RY.

1. (Imbedding without monotonicity) Suppose ) has no monotonicity and

2(n + 1) 2(m+1)}.

)

1§p<min{
m—1

n—1
Then H&G(Q) CC LP(Q) with the obvious interpretation in the case of m =n = 1.
2. (Imbedding with monotonicity) Suppose Q has monotonicity, n < m and

1<p<M maX{Z(n—l—l) 2(m+1)}'

n—1 n—1" m-—1

Then K_ = CC LP(Q) with the obvious interpretation if n =1 where

K

)

= {OSUGH&G(Q):’U,@ <0 a.e. in ﬁ}

INIE]

10



Remark 3.2. 1. The above imbedding makes sense with a bit of heuristics. Consider an annular
domain in RN with N = m 4+ n and we suppose n < m. Suppose we are given a sequence of
functions 0 < uy, € H&G(Q). If the functions concentrate near t = 0 then the problem looks
like a problem in dimension n+ 1 (ie. the t variable has dimension n and the s variable has

GiiE:

should play a role. The functions can also concentrate near s = 0 and then the relevant

exponent is (%ngl_g The functions can also concentrate in other regions but they are of

lower dimension and hence doesn’t limit the imbedding. This suggests part 1 of Theorem A.

dimension 1 since we are away from s = 0) and hence the critical Sobolev exponent

2. To see part 2 of Theorem A we note that we mow have monotonicity in 8 and hence the
functions only have the option to concentrate on 6 = 0 or on the s axis and hence this gives
the improved result.

Before going into more details we give some more background on domains of double revolution.
Assume (2 is a domain of double revolution and v is a function defined on ) that just depends
n (s,t), then one has

/U(:E)d:l::c(m,n)/Av(s,t)sm_lt”_ldsdt,
Q Q

where ¢(m,n) is a positive constant depending on n and m. Note that strictly speaking we are
abusing notation here by using the same name; and we will continuously do this in this article.
Given a function v defined on Q we will write v = wv(s,t) to indicate that the function has this
symimetry.

To solve equations on domains of double revolution one needs to relate the equation to a new
one on () defined in (27). Suppose 2 is a domain of double revolution and f has is function defined
on 2 with the same symmetry (ie. gf(z) = f(g ') all g € G). Suppose that u(z) solves

—Au(z) = f(z) inQ,
{ u=20 on 0f). (30)
Then u = u(s,t) and u solves
_ -1 .
—Uss — Utt — (m Sl)us - (n t >ut = f($7t) in €2, (31)

with u = 0 on (s,t) € OQ\({s = 0} U {t = 0}). If u is sufficiently smooth then u; = 0 on

~

90N {s =0} and u; = 0 on QN {t = 0} after considering the symmetry properties of w.
One can easily refine the notion of the domain of double revolution to domains of m revolution.

Domains of m revolution. Consider writing RY = R" x R™2 x --- x R™" where ni+---+n,, = N
and n1, ..., Ny, > 1. We say that Q C RY is a domain of m revolution if it is invariant under rotations
of the first ny variables, the next no variables, ..., and finally in the last n,, variables. We define
the variables t; via

t% :zx%%—"-—i-a:il, t% ::x%ﬁl—i—u-—i—x%ﬁm,

and similar for ¢; for 3 < ¢ < m. Finally we define

N

t?n = Z 3:%

k=ni+ng+-+nm-1+1

11



We now define
U= {t eR™z = (x1,...,xn) € Q, where z1 =11, Tn,4ngt-tny_,+1 =t for 2 <k <m, and
x; =0 for 1 # 1,n1—1—1,n1—|—n2+1,...,n1—i—n2+...+nm_1+1}.

We define Q C R™ to be the intersection of U with the first sector of R™. We now define the
appropriate measure

dp () = dppmm) (b, ) = [ 60 it
k=1

Given any function v defined in €2, that depends only on the radial variables t1, 9, .., t,, one has
[ o@ite = o) [ o@)dan o)
Q Q

where c(n1,...,nm) just depends on ny, ..., ny,. Given that Q € RY is a domain of m revolution
with ", n; = N, let
G :=0(n1) x O(n2) X ... x O(nm),

where O(n;) is the orthogonal group in R™ and consider

H017G ={ue Hj(Q):gu=u VYgeG},
where gu(z) := u(g~'z). If u € H} ;, then u has symmetry compatibility with €2, ie. u(z) depends
on just t1,...,t, and we write this as u(z) = u(ty,...,tn) where (t1,...,ty,) € Q. We have the
following embedding result for the domains of m revolution.

Theorem 3.1. Let Qﬁ denote a bounded domain of m revolution in RN with N = ni + ...+ n,, and
n; > 1 such that 0 & Q. Assume that

2(N—n; +1
1§p<mm{(N_n7?jl), Z—L,m}

Then H&G(Q) CC LP(Q2) with the obvious interpretation in the case of N —n; = 1.

Proof. Assume that z = (y1,...,ym) € RY = I R™. Let Ry and Ry be such that 0 < Ry <
|x| < Ry for all x € Q. Choose § small enough such that v/md < Rj. It then follows that for each
= (Yy1,...,Ym) € Q we have that |y;| > ¢ for at least one i € {1,...,m}. Therefore,

/ |ulP dx < Eénl/ lulPdz < E;”lci/ r?"_l\u(yl, e Yie1s Tis Yit1s -y Ym)|P dyn -..drs...dym,

IN

ET1C¢R;”_1/ (UYL oos Yim1s Ty Yit 1y s Ym) [P dy1 oodry dym
Q, ‘7‘1|26

for appropriate constants ¢;. Morovere, for

2N —n; +1)

1<p< ;
P N—ni—l

we have that

/ ’u<y17 sesy y’i—17 riy yz+1, ..y ym)‘p dyl dT’zdym
Q, |ri|>d
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is being controlled by the H;(€2, |r;| > §). On the other hand
/ | | (|vu(y17"'ayi—lvni)yi-‘rlu"7ym)|2+ |u(yla"')yi—lu’rhyi-i-l)"7y’m)’2) dyldrldym
Q, |r;|>6
5ni+1/ | | T?i—l (|vu(y17"‘7yi—lyri)yi+17"7ym)‘2+ |u(yla"')yi—lu’rhyi-i-l)"7y’m)’2) dyldrldym
Q, |r;|>6

Ci5ini+1 /Q (’vu(yh e Yi—15 Y45 Yi+ 1, -y ym)|2 + ’u(yh e Yi—15 Y45 Yi+1, -y ym)|2) dyl dyldym
Ci5fni+l||u”%{1(§z),

for appropriate constants C;. This completes the proof. 0

4 Supercritical elliptic problems on domains of double revolution
In this section we examine the equation

{ —Au = a(x)uP~t  in Q,

u=20 on 0, (32)

where Q is a domain of double revolution in RV = R” x R™. Note when m = n, Theorem A does
not show any improvements in compactness when using monotonicity. In this case the equation has
a certain invariance across # = 7 and this suggests one examine domains with a certain invariance
also. This brings us to a first type of new domains.

Definition 4.1. We will call a domain of double revolution in RN a F-annular domain with
monotonicity provided the domain is an annular domain via Definition 3.1 (ie. g; > 0 is smooth on
[0, 2] with ¢;(0) = gi(5) = 0 and g2(0) > g1(#) on [0,F]) and g1 is increasing and go is decreasing
on (0,7%) and both g1, go are even across 0 = . For these new domains we define a suitable subset
ofﬁ given by

G ={(0.1): 010) <r < 20,0 <0 < T }. (33)

We now are in a position to define the class of functions we work on in this setting.

1. (K_) In the case of Q a Z-annular domain with monotonicity (see Definition 4.1) we define

K_ to be the set of nonnegative functions u € H&’G(Q) with ug < 0 in € and which are even
across 0 = 7.

2. (K4) In the case of Q an annulus we define K, to be the set of nonnegative functions
u e H&G(Q) with ug > 0 in €y and which are even across § = T
Note K_ is defined for an annulus and a more general annular domain with the added assumptions
where as we only define K for an annulus. Our approach utilizing K, will fail on a more general
annular domain. The imbeddings we prove regarding K_ are essentially the same as Theorem A.
For K, one expects to get more. Before we state our main theorem for this section we need to
define a quantity that will be relevant to showing the ground states on radial domains are nonradial
and this quantity will be relevant for the equaitons that follow in later sections also. Indeed, we

define )
Bo(Q) := inf M

. (34)
ueHE (Q) fQ % dx

13
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Note this quantity is just the best constant in the classical Hardy inequality. So if 0 € Q or € is
(N—2)?

an exterior domain then 3y(2) =

Theorem 4.1. Let Q be a bounded domain in RN with N = 2n.
1. Suppose Q is a bounded 7 -annular domain with monotonicity, a = a(s,t) is positive and
sufficiently smooth and ag < 0 in Qy. Then for all

2N +4

2<p<c T2
P="NT3

there is a positive classical K_ ground state solution u of (32). Note this case includes the
case of 0 an annulus.

2. Suppose Q is an annulus with a = a(s,t) positive and sufficiently smooth and ag > 0 in Q.

2-a Then for all 2 < p < oo there is a positive classical K4 ground state solution u of (32).
2-b Moreover, if a is a radial function then for
4(N + 2)

Bo(£2)

the ground state solution u in 2-a in nonradial.

< p < o0,

We shall make use of Theorem 2.1 to prove the above result. In that regard, we shall need to
verify two conditions in Theorem 2.1, namely, the compact embedding and the point wise invariance

property.

vl 2

Proposition 4.1. (%- annular domain imbeddings) Suppose n = m =

1. (K_ imbedding) Suppose ) is J-annular domain with monotonicity and
4(N +1)
1< _
sp< N _2
Then K_ CC LP(Q).

2. (K imbedding) Suppose Q is an annulus in RN and 1 < p < co. Then K, CC LP(Q).

Proof. Part 1: The proof used in the proof of Theorem A carries over to this case.
Part 2: If we take u € K note that the function is largest at § = 7. So note the problems appears
to be a genuine two dimensional problem near ¢ = 7 and hence we expect to have imbeddings for
all p, see Remark 3.2 for related comments. For concreteness we work on the annulus centered at
the origin with inner radius 1 and outer radius 2.

Then note for 0 < u € H&,G(Q) (which are also even about § = 7 but may not have any

monotonicity) we have

2 1
/u(m)pdw—/ / u(r, 0)Pr* 1 cos™ 1 () sin 1 (0)dbdr,
Q 1 Jo

and

2 s 2
/ Vu(z)Pde = / / ! {uz + “g} 271 cos™1(6) sin" 1 () dfdr-.
Q 1 Jo r

14



For any 1 < p < oo there is some C) > 0 (independent of u as above) such that

2
2 B p,.2n—1 n—1 o n—1 g
u(r, 0)Pr cos" " (0) sin" " (0)dbdr p (35)
1 Jg
e A e . n—1
Cp . ur+ﬁ r cos" ™ (6) sin"" " (6)dbdr.
B

The two important points are that the integrals are over 1 < r < 2 and g < 6 < 7. Note on this
range of # and 7 the measure du(r, 8) = 72"~ cos” () sin®~1(#)dOdr is essentially two dimensional,
ie. comparable to dfdr. This allows one to use the two dimensional Sobolev imbedding. To see
this more rigously one can consider working on (r,0) € (1,2) x (5, ) and hence we can consider

the Sobolev imbeddings in the product space. Let u € K and then note that

is bounded above by

2 s
/ /8 u(r, 0)Pr?" L cos™ 1 (0) sin" 1 (0)dOdr < / / u(r, 0 —|— 21 cos™1(9) sin™ L () dOdr
1 Jo

// u(r, 0)Pr?" 1 dfdr
173

where in the first line we used the monotonicity of u. Note this final quantity is bounded above by
the £ power of (35). We can now combine the results which completes the proof of part 2. O

IN

The following theorem develops pointwise invariance property (see Theorem 2.1 part (ii)) which
is related to the linear problem

(et o <36>

v=20 on 0f2.

Proposition 4.2. (Pointwise invariance property; case m = n =
with a = a(s,t), ag = say — tas is bounded and a is even across 6 =

7) Suppose a is nonnegative
s
4

1. Suppose Q is §-annular domain with monotonicity and ag < 0 in S~20. If w e K_ and v

satisfies (36) then ve K_.
2. Suppose Q) is an annulus and ag > 0 in Qo. If u € K4 and v satisfies (36) then v € K.

Proof. Much of the proof won’t depend on which case we are in. Additionally we have m = n but
for the time being we won’t indicate this since many of these computations will be useful in later
cases where they are not equal. Let u € K1 and for k large consider uy(x) = min{u(x), k} and
note that u € K+. Let vF denote a solution of

{ —Av = a(m)uﬁfl in Q, (37)

v=20 on Of).

By elliptic regularity we have v* € H&G(Q) NCH(Q) for any 0 < a < 1. In terms of (s,t) we
see that v* satisfies

ok (m=1ofF  (n—1)f -1 G (38)



with v* =0 on (s, t) € 8Q\({S = 0} U {t = 0}). Since v* is sufficiently smooth then v =0 on
90N {s =0} and v¥ = 0 on QN {t = 0} after considering the symmetry properties of v* (see [26]
for details). We now want to show that v* has the added symmetry across the line t = s. Here
there are a few ways to argue. We can directly use the (s,t) coordinates or we can switch to polar
coordinates, we will use the second approach.

A computation shows that

(m—1wF  (n—1wf (N—2)F of [n-1
- 2 {tan(@)

S t r

—(m—1) tan(e)}

if we write the equation in terms of polar coordinates (recall we have s = rcos(f),t = rsin(6)).
Writing out (38) in polar coordinates gives

N — 1)k k k B ~
ik~ S ) =g n (39)

with vF = 0 on 8\ (I'y UTR) where T';, (respectively I'g) corresponds to the portion of 9 given
by {6 = 0} (respectively {# = Z}) and where vj =0 on I'y UT'g and where

(n—1)

h(6) = — 1) tan(f) — . 40
(8) = (m = 1) tan(0) ~ (40)
We now show that v is even across 6 = T; so we set 0(r,0) = v*(r, 7 — 0) and we want to show
that 7 = v* in Q. Because of the smoothness of v* we have Igv* =0 at 0 = 0, § and hence we have
the same for v. Also note that since m = n we have h is odd across 6 = 1e
h(0) = —h(g )

for 0 < # < . Note the right hand side of (39) is even across 6 = 7. From this we see v satisfies
(39) with the same boundary conditions and hence by uniqueness of solution we have ¥ = v* in (.
Now since v¥ is even across 6 = 7 and v* is sufficiently smooth we have vg =0ond=7.
Monotonicity. Let w = vg and then note that if we take a derivative in 6 of the equation for v*
we arrive at
(N —Dw, wgg  we w, N .

W m T Ty + T—Qh(G) + 2 h'(0) = 0y {auk } , in Q, (41)
and in particular the equation is satisfied in (Nlo with w = 0 on the portion of 8(20 corresponding
to # = 0,%. A computation shows that if write the left hand side of (41) in terms of = we arrive at

(n — 1)z[*w(z)
A @ )

which, at least formally, satisfies a maximum principle.
We now separate the cases of u € K_ and v € K. Suppose u € K and () an annulus. Then

w = 0 on the curved portions of ) since v¥ = 0 on these portions of the boundary. Also note that
the right hand side of (41) is nonnegative and assuming we can apply the maximum principle we

16



arrive at w > 0 in §~20.

We now suppose v € K_. Then we have the right hand side of (41) is nonpositive. Since vk >0
in 2y and noting the monotnicity of g; and go we see that w = v{,f < 0 on the curved portions of
09y and again if we can apply the maximum principle we arrive at w < 0 in €.

To make these maximum principle arguments used above rigorous we use the idea of [12] (see
also [26]). Consider the case of u € K_. Let € > 0 be small and consider ¢ := (w — ¢€)4. By the
smoothness properties of v* and noting the boundary values of v* we have w = 0 near § = 0 and
6 = 7. Using ¢ as a test function on a suitable weak notion of a solution of (41) one will arrive at
1 = 0 and sine € > 0 is arbitrary we have w < 0.

Sending k — co. We now get bounds on v* which allow us to pass to the limit in k. We assume
that w € K_ and v* as above. Then testing the weak formulation for v* on v¥ gives

/|Vvk\2dx = /auz_lvkdx
Q Q
-1
Ol ot 10" o
-1
Collurll} sy V0" [ 2

-1
= Collurllps V0" 2

IN A

where the second last inequality follows by part 1 of by Proposition 4.1 after noting the restriction
on p and the final equality follows since p/(p — 1) = p. Using the imbedding again we arrive at

IVoF[| 2 < Collwellyn' < Cull V557,

since ui € K_, and now note this quantity on the right is bounded independently of k£ and hence
v* is bounded in H&G(Q) and after passing to a subsequence we can assume that there is some

v E H&}G(Q) such that v* — v in H&G(Q) and its clear that v is an H&G(Q) solution of (36). Also

note that uzfl — uP~! in L (Q) and hence by passing to another subsequence we have vF

— v
in W2 (Q) and hence we can assume VoF — Vo in LP () and a.e. in Q. We now suppose that

0 < € CX(p) and note that we have

0> /~ vidrdd = — /~ vFepgdrds,
Qo

Qo

and noting that v* — v in LIQOC(QO, drdf) (recall we are away from the origin in this problem and
the measures only have issues on § = 0, 7)) and hence we can pass to the limit here to see that

0> fﬁo vgdrdf but this is sufficient to see that vg > 0 a.e. in KNZO.
The case of u € K, has a similar proof and we skip the details. O

Proof of Theorem 4.1. We are going to use Theorem 2.1 for the proof. Note that conditions
(¢) and (éi) in Theorem 2.1 follows from Propositions 4.1 and 4.2 respectively. This proves the
existence of a weak solution of (32) for both cases (1) and (2-a). It also follows from Theorem 8.1
that for

4(N +2)

— < p< oo,

Bo(€2)

the ground state solution v in 2-a is non-radial.

17



Regularity of the solution. We will p(I“OVG) the case of part 1, the case of part 2 is easier since one
2(n+1

doesn’t need an iteration. Let ¢ := = =7~ and take tp = 1 and
bk p—2
k+1 - 2 9

where 1 < p < q. Then by examining the cobweb we see that t; — oc.

We now prove the following inductive step. If k > 0 and u’* € K_ then u'*+1 € K_. Assuming
this is true for a moment then note we see that since u’® = u € K_ we can iterate to see u € LT(Q)
for all T < oo and hence we see that u is C*9(Q) and then we can proceed with the Schauder
regularity theory and the exact smoothness of u will depend on the smoothness of a. Assuming a
at least Holder continuous we have wu is a classical solution.

We now prove the iteration step. Suppose u'* € K_ for some k > 0 and for i a large integer

define ()25 (@)
w(x)=* =+ ifu(x) < i,
o) ={ WL ey (12)

Note that ¢ € K_. We can test (32) on ¢ to arrive at (here Q; := {x € Q: u(z) < i})

2t -1
7( kzl >/ |Vut’“+1|2d:r = /aup_lgpdx
tk+1 Q; Q

auP T2e 1 =2y 4 ki
i
p+2tk+172
a (ut’“) tk dxr + ep
i
a (u'*)?dz + ey,

i

/ a (u™)dz + epy,
Q

I
S~— 55— S—

IN

where

€hi = Z'Qt’““_l/ auP~tdr = iqt’“_(p_l)/ auP dx.
N\ AN,

First note since u’* € K_ then we see the u'* C LI(Q) by the imbedding and hence the integral on
the right is finite. Set C = [, u"*9dx and note we have

iR\ Q| < Cy,

for all large i. Put &, := fQ\Qi u'*4dz and note d; — 0 as i — co. Let (p — 1)T = tq and then
note

€k, - p—1
== e
? Q\Q;

Ca < / u’fkqdas> 10\
Q\Q;

=

IN
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so we have
ET/ 7_/
ki 07/57 Cy

iat—(p—1)" = e Tkijtig
which gives us /
e < C1'87.Cr = 0,
as i — oo. From this we see that

2t -1
(k"'l)/ ’vutkH’?de/a(ut’“)qu<00,
Q Q

2
tk—i—l

and hence we see that u/**! ¢ H&G(Q) and its clear the monotonicity and symmetry is sufficient
that uts+1 € K_. g

5 Hénon equation on B; in even dimensions

In this section we examine the Hénon equation given by

{ —Au = |z]*v?~!  in By, (43)

u=0 on 0B,

where Bj is the unit ball in RV centered at the origin and N > 3 and o > 0. Our interest is in
obtaining positive classical nonradial solutions in the supercritical case

2N < <2N—|—2a
N_2 PS"NTo

via our variational approach. In the radial case the weight improves compactness of the Sobolev
imbedding to H{,,,(B1) CC LP(By, |z|%dz) to 1 < p < 20222 gee [52] and this allows one to
obtain a positive radial solution for this range of p. The first work to obtain a nonradial solution
was in [62] in the subcritical case. This was later extended to other values of p in [4, 34, 44, 55, 56].

Many of these works used bifurcation approaches to show the existence of nonradial solutions.

We now define K in essentially the same way we did on the annulus;

K+:{0§u€H37G(Bl):uiseveninﬁacrossé?:%withua20for0<r<1and0<9<g},

and we define Q and € in the obvious way after considering the definitions in Section 3. We will
not consider working on K_ here even though it would give a different type of solution as compared
to K, but one would need to further restrict the upper bound on p and so we chose not to include
this.

Here is our main theorem in this section.

Theorem 5.1. (K, solutions for Hénon equation). Let By is the unit ball in RN centered at the
origin, N > 4 is even and o > 0. The following assertions hold:

1. Suppose 2 < p < % Then there is a positive classical K4 ground state solution u of

(43).
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2. Suppose
16(N + 2) 2N + 2«
— s 2<p < —.
(N2 T°<P< "N
Then the positive classical Ky ground state solution u of (43) is nonradial.

Remark 5.1. Note all these results can immediately give results regarding fast decay solutions of
related problems on exterior domains after applying a Kelvin transform.

We shall need some preliminaries before proving this theorem.

Proposition 5.1. (Imbedding iteration) Let 2 denote a bounded domain of double revolution in
RN = R™" (here m and n need not be equal). For all integers k > 0 there is some Cy, > 0 such
that for all 0 < ¢ € Hy () with ||Vl r2(q) = 1 we have

/((p(s,t))2*+2k8(k+1)(m_1)t(k+1)(n_l)d8dt < Ck‘y (44)
5 >
where 2% = 23, = %

Proof. Take 0 <wu € H&’G(Q) (and say Lipschitz) and take §; > 0. By extending u to the full first

quadrant by extending it to be zero outside of Q we have

uls, ) < / IVl £)|dm,

u(s,t)ﬁ/ |Vs1u(s, m2)|drs,
t

and hence we have -

u(s,t)QS/ |V57tu(7'1,t)|d7'1/ Vs 1u(s, m2)|dT,
s t

and we now multiply by sides by s2%1¢2%2 where 8; > 0 and integrate over Q we arrive at

2
/Au(s,t)stthﬁstdtg </Avs7tu(s,t)|sﬂltﬁ2dsdt) . (45)
Q Q

We now suppose 0 < p € H&G(Q) is smooth and with the gradient assumption as in the hypothesis
and we put u = ¢ into (45) where v > 1. Then we arrive at

2
/A902782ﬂ1t262dsdt < A </A{Ivs,tw\smzlt"zl}{«p”‘lsﬁl‘mzltﬁf"zl}dsdt>
Q Q

S e

where we performed the Cauchy—Schwarz inequality and recall | Vi|| 2 = 1. We will now use this
inequality to perform an iteration in v and B;. For k > 0 define

(k+1)(m — 1)
—

2*

kE+1 -1
= +k, g = (k+1)(n-1)

k _
/82_ 2

Now suppose for k£ > 1 we have

/A 218200 20 st =
Q
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then by putting v = 75 and 81 = 8F, B2 = 8% into (45) we arrive at

/ﬁ 2 dsgr < 2 /ﬁ P2k=1) g2BE—(m=1) 285~ (n=1) g gy

= 2 /A @27’“*182ﬁ]1€71t26571dsdt
Q
= 7]30167
after noting
2 — 1) =2y,_1, 26881 =28 —(m—1), 285 1=288—(n—-1).

Also note we can start the iteration since the first term is given by

/A ©% s L dsdt,
Q

which is controlled by [V 2(q) by the classical critical Sobolev imbedding theorem. O

Corollary 5.2. Let m =n = % and suppose we have 1 < p < 2]]\\[%220‘ where o > 0. Then we have

Ky C LP(By, |z|*dx) (ie. a continuous imbedding).

Note the imbedding if optimal after considering the radial imbedding.

Proof of Corollary 5.2. We first prove the result for the case of p = 2* 4 2k for some positive
integer k and we suppose « satisfies the hypothesis. Let ¢ € K and we suppose HV(pHLQ(Q) =1.

By the symmetry of the function it is sufficient we bound the desired integral on {(s,t) € Q: s > t}
which in polar coordinates corresponds to {(6,r):0 <6 < 7,0 <7 < 1}. Since ¢ € K, we have

16 (5 .
o(r,0) < 6/4 pr,0)di for 0 <0 <%
and by Jensen’s inequality we have (for p = 2* + 2k)

16 (7 A
@(r,@)pgﬁ ©(r,0)Pdo.
T 3T

16

Then note if we write out the LP(By, |z|*dz) norm of ¢ over the region corresponding to 0 < 6 < ¢
we arrive at (note the extra power of r is from dsdt = rdrdf)

1 p=
/ /8 o(r, 0)Pror2 =D r cos™ 1 (0) sin™ 1 (0)dOdr
0 Jo

but this is bounded above by

Jus

16 (1[4 NP 1hat+2(n—1)+1 8 -1 . n—1
= / / o(r, )Pdhro+2 =1+ g, / cos™1(0) sin™ 1 (0)d#,
™ Jo J3r 0

16

and hence we just need to control

1
//3 go(r,@)pro‘w("fl)ﬂdt?dr. (46)
o Jar

6

INE]
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We now show for all 0 < 6y < 7 we can control

1,
/ /4 o(r, 0)Prot2 =D+ gy (47)
0 6o

We now write out (44) in terms of polar coordinates and noting the sine and cosine terms don’t
play a role now we see (44) gives the existence of some Dg(6p) > 0 such that

1 s
/ /4 o(r, g)pTQ(k—i-l)(n—l)-‘rlde,r < Dy. (48)
0 JOo

Note the assumption on « is exactly 2k(n — 1) < « and this gives us that
a+2n—-1)4+1>2k+1)(n—-1)+1,

and hence we get the desired result for the case of p = 2* + 2k.

We now prove the result for general p. Let p and « satisfy the hypothesis and we assume
p > 2*. First note that this assumption on p implies p(n — 1) — 2n > 0. Since p < 2]]\\[%220‘ we have
a > p(n—1) —2n. Define o, = p(n — 1) — 2n and hence p = % sop—2*= % Pick k large
integer such that 2* 4+ 2k > p and 2k(n — 1) > a;. Then set

(2" + 2k)ay,

B = 2k(n —1)

2*+2k
Bk

and note S < p for large k. Set t = > 1 for large k. Then note we have ¢} (p — fi) = 2*.

Hence we have

/ o(x)P|z|*rdr = / Pk || P~ Prdy
Q Q

1
([ erstaestar) ™ ([ phr-ar)’
Q Q

1

1 1
_ </ @2*+2k‘$|2k(n—1)dx> tk (/ 902*6533) %
Q Q

and this gives us the desired bound at least in the case of a;,. Noting that oo > v, gives the desired
result. g

IN
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Proposition 5.2. (Pointwise invariance for the Hénon equation) Suppose N is even with 2m =
2n =N, u € Ky and v solves

_ — a, p—1 .
{ Av = |z|%u in B, (49)

v=20 on 0B;.
Then v e K.

Proof. The proof that proved the analagous result on an annulus works in this case also (the main
difference is one needs to take some care near the origin now). In this proof we will write (AZ, Q, Qo
even though its understood that 2 = B;. Let u € K, and we perform the cut off as always
ug(x) = min{u(z), k} and we let v* denote a solution of

_ k _ a,p—1 3
{ Av® = ||y, in By, (50)

vk =0 on 0Bj.
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Writing this in term of polar coordinates gives

N —1)oF 5 - =
ok — & _ U99 UQ —h(0) = raui 1 G(r,0), in Q, (51)

rr r r2 T2

where h is defined as in (40) with m = n and note that G is even across § = 7 after noting the

conditions on u. Using the symmetry of v* one sees, as in the case of the annulus, that vg =0
onf=07% pr0v1ded one stays away from the origin. As in the case of the annulus we consider

o(r,0) = ( T — @) and as before ¥ also satisfies (51) with the same boundary conditions as v*.
Set v(x) to be 6(7", 0) written in terms of z and we set W (x) = v*(2) —9(z). Then note AW (x) =0
in B;\{0} with W = 0 on 0B; and since we are assuming the dimension N > 3 we can use the

regularity of W to see that W = 0 and hence we have v* is even across = 7 and hence we have
vE(r, ) =0for 0 <r <1

Monotonicity. Let w = Ug and then note that if we take a derivative in 6 of the equation for v*
we arrive at
N — 1w w, w L~
— Wy — W= Dur _ % + fh(é?) —h'(0) = g {r uf) 1} , in Q, (52)
r r r

and in particular the equation is satisfied in (NZQ with w = 0 on the portion of 8?20 corresponding
to = 0,7 and w =0 on r = 1. As before a computation shows that if write the left hand side of
(52) in terms of x we arrive at

(0~ Dlafu(z)
A @ T )

which, at least formally, satisfies a maximum principle. We can now proceed as in the annulus
case to show that w > 0 in ﬁo; the only real difference is the added singularity at the origin. Note
that w is Holder continuous and there is some C' > 0 such that |wg| < Cr. This bound allows us
to proceed as before using the method of [12] to see that w > 0 in Qo.

Sending k£ — oco. We can utilize the same arguments from the case of the annular domain in
passing to the limit in k& in Theorem 4.2. O

Proof of Theorem 5.1. Here again, we are going to use Theorem 2.1 for the proof. Note that
conditions (¢) and (4i) in Theorem 2.1 follows from Corollary 5.2 and Proposition 5.2 respectively.
This proves the existence of a weak solution u of (43). It also follows from Theorem 8.1 that for

4(N +2)
Bo(B1)
the ground state solution u obtained above is non-radial. Here (p(B1) is the best constant for

the Hardy inequality on By, and in fact 8y(B1) = (N — 2)?/4. Thus, our solution u is non-radial
provided

<p—27

16(N +2) 2N + 2«
— 4 2<p < —.
(N—22 T2<P< N3
Regularity of the solution. Set q := 2& +20‘ and consider {g = 1 and
b Tk p—2
k+1 - 2 2 )
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for £ > 0. Since 1 < p < q we have, as before, t;, — co. Let u € K, denote the ground state and
note then we have

/ || P22y :/ |Vu|?dz < oco.
B1 B

We now prove the following iteration:
if / || “uP T2 2dy = Cp < 0o then / |z “uP T2y = Dy < oo,
B B

Fix k > 0 and suppose C}, is finite and then we consider

w(z)? =1 if u(x )
o) ={ BT ey (53)

for positive integers 4. This is a suitable test function to test the equation for u on and we then
arrive at

(2tk—1)/ u2t’“_2|Vu\2dx:/ 2| uP T2 2 Ay 4 gy 4,

where Q; := {x € B; : u(x) < i} and
ui= [ lafwr @
€

where €2 is the compliment of €; in By. We will later show that ¢;; — oo as ¢ — oo and hence
lets accept this for now. Sending i — oo in the above equality we arrive at

2t — 1
(k2)/ |Vutk|2dx:/ \m|aup+2t’“_2dx.
ty B By

From this we see that u'* € H} ,(B1) and hence we see that u'* € K. We can now use the
continuous imbedding to see there is some C' = C, such that

2

2t — 1)C, q

( k - ) q (/ l"autkqu)q S/ ‘x’aup'i‘th.—de — Cky
tk B B

but note that gty = 2tx+1 + p — 2 and hence we have D), < oo, which proves the inductive step.
Since we have the result for ¢ty we can start the iteration and hence we have Cj is finite for all .
Since o > 0 we see that after a finite number of steps that |z|*u?~! € LT (B;) for some T > % and
hence we have the solution is Holder continuous. We can now use Schauder regularity theory to
show the solution is a classical solution.

We now prove the claim that €5 ; — 0 as ¢ — oo. First note that since

/ |z “uP T2 2 g = Oy < o0,
By

we have

o Cr
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Let 1 < 7 < oo be such that (p — 1)7 = p + 2¢;, — 2 and then note we have
1

€k,i . p—1
K3
v

1
(/ :E|O‘uT(p_1)d:U> (/ |:L‘|°‘dx>
Qe Qe

and put 6; := [q. |2|*u?dx and note §; — 0. So we can now use this and (54) to see that

IN

!
T ’
ki = C

I L G S S
T 2t—1) = o; P22’

and note the exponents on ¢ are equal and hence we see that ¢, ; — 0 as ¢ — oo. ]

6 Hénon equation with a zero order term on RY
In this section we examine solutions of
—Au+u = |z|*uP™" in RV = R" x R™. (55)

A particular interest will be in obtaining positive classical nonradial solutions. Before stating our
main result we recall the definition of the best constant in Hardy inequality for R, that is,

B = iuf fRN |Vu]2d:n+fRN u? dx
ueHE (RN) Jzn % dx

(56)

Here is our main result in this section.

Theorem 6.1. Let N > 3 be an even number and o > 0. The following assertions hold:

1. Suppose
2N +2a — 4 2N + 2«

N-2 PN
Then there is a positive classical K1 ground state solution u of (55) (see below for a definition

Of K+)

2. Suppose

AN +2) ) 2N +20 -4 _ 2N+ 2
max )
By N2 N -2

Then the positive classical K4 ground state solution w of (55) is nonradial.

Consider the full space RY = R™ x R" (here m and n need not be equal but later we will set
them equal)

HE®RY) :={ue H'RY) :gu=u Vge G},

where gu(x) and G := O(m) x O(n) are as defined before. We now take Q as before and hence in
this case we have  is the first quadrant in the (s,¢) plane. We define

62:{(9,T):0<T<O0,0<9<2},
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and we take B -
QO::{(Q,T):0<T<OO,O<9<Z}.

We set K| where the definition has the added modifications to RY that one would expect; so the

functions are even across # = 7 and increasing in 6 on (0, 7).

Proposition 6.1. (Imbedding) For all integers k > 0 there is some Cy, such that for all 0 < ¢ €
HL(RNY with ||¢||gn < 1 one has

/A((p(s,t))2*+2k8(k+l)(m1)t(k+1)(n1)d8dt < C, (57)

o

/A(SO(&t))2(k+l)S(k—i-l)(m—l)t(k—i-l)(n—l)dsdt <0 (58)
o

Proof. Both results will start with the same basic proof and they will follow by almost the same
computation as the proof of Proposition15.1. By a density argument we can assume ¢ > 0 is smooth
and zero for large enough r = (s? + t2)2 and we write du(s,t) = s™~t"~dsdt. Suppose

/?2 (IVsaol® + ©%) du(s,t) < 1.

Let 0 < u denote a function defined in (s,t) and zero for large (s,t) (we will take u to be a power
of ¢). As before we have

[e.o]

u(s, )2 < / Vs pu(m, )| dr / 1V, gu(s, 72)|dms,
S t

and we now multiply by sides by s2%1¢2%2 where ; > 0 and integrate over O we arrive at

2
/Au(s,t)QSQ’Bltw?dsdtg </AV57tu(s,t)\sﬁlt52dsdt> . (59)
Q Q

We now suppose 0 < ¢ as above and take u = ¢” and put into abouve (v > 1). Then we arrive at

2
/\¢275261t262d$dt S 72 </’: {|vs7tg0|sm2_1tn;1 } {80"/—1561—Am2—1t62—n;1 } dsdt)
Q Q

< V2|!V¢II%2(Q)/@¢2””52’81(ml)tw”"l)dsdﬂ
where we performed the Cauchy-Schwarz inequality and recall |[Vl/;2 < 1.
We now perform the iterations. For (57) we will follow the exact same choice of parameters

as in Proposition 5.1 and this gives the desired result. Note in the first step here we choose the
parameters so that the right hand side is exactly

/A o s dsds,
Q

which we know is controlled by the critical Sobolev imbedding.
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To prove (58) the only difference is we choose the parameters so that in the first step of the iteration
the right hand side is

/A 2™ M L dsdt.
Q

If one performs the iteration they get the desired result.

O
Corollary 6.1. For N > 3 even, a > 0 and
2N +2a —4 2N + 2«
N2 PN (60)

we have K, CC LP(RYN, |z|%dz).

Proof. Let ¢ € K. Using a suitable compactly supported radial cut off function and Corollary
5.2 we see that there is some C' (independent of ¢) such that

P
( / go<m>prw\adw) < Cllgl .
1

and hence we really only need to bound the integral on the region |x| > 1.

By using Proposition 6.1 and similar arguments that we used to prove Corollary 5.2 we can show
for all integers k,7 > 0 there is some constant depending just on k, 4 such that for all ¢ € K| with
lloll g1 < 1 one has

/ g02+2i|33|2i(n_1)d$ < Cia (61)
RN

/ 902*+2k|$|2k(n_1)d.7} < Ch. (62)
RN

Recall we really only need the estimate on the region § < 6 < 7 (where s and ¢ are comparable)

and then we can extend to the full region via monotonicity and symmetry. We now interpolate
between these to get the desired result. Again we fix ¢ € K1 with ||¢|g:1 < 1. Then we have, for
T>1,

1

(242i) 2i(n—1) (2424) 2i(n—1)
[l = [ LS (S e da
|z[>1 |z[>1
!

1 1
. . T / i 7 (q—2n=1 !
(/ S024—22’x‘Qz(n—l)dx> (/ (,DT (p*QtQ )’.TU‘ ( T >d$> .
|z|>1 |z|>1

We now choose an appropriate 7 and we will be more general than we need to. Assume i,k > 0
are integers and we suppose 2 4 2i < p < 2* 4+ 2k. Take 7 > 1 such that

242
T,(p— + Z)—2*+2k,
T

and then note we have an estimate provided

o (a _ QZ("_l)> < 2k(n —1),

T

IN
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after considering (62). Note on can explicitly compute 7 from the first equation to get

2 42k —2-2i
T T 2k—p

Now one needs to check if the second inequality holds. For our purposes it will be sufficient to take
i =0 and k large. So define 73 by

242k -2

24 2%k —p’

and so note that 7, \, 1 as k — 0o. So we need 2 < p < 2*+ 2k and 7o < 2k(n — 1) which we can

rewrite as % < k(7 — 1) but note that

Tk

_ kp-2) p—2
K== or—p 7 2

as k — oo. So we see the desired result holds for large integers k& provided

« p—2
n-1) " 2

which is exactly the lower bound on p from (60). The above shows that for the desired range of
parameters we have a continuous imbedding. We now need to improve this to a compact imbedding.
Note the only potential loss of compactness is if we lose mass at co. Take {pp}r C Ky with
|kl g1 < 1and fix p, a as in (60) and then note by taking ¢ > 0 small enough we have p, o, := a+¢
still satisfies (60). Then from the above results we have for some ¢ > 0 that

/ (pz]x\aJr‘Eda: < C.,
|z|>1

and hence for large R we have
C,
p e} €
Pplz|%dr < —
/|x|>R b Re’
for all k£ and this is sufficient to rule out a loss of compactness at co. O

We now turn to the pointwise invariance property. We need to show that given u € K there is
some v € K which satisfies
—Av +v = |z|*P~ ! in RY, (63)

Proposition 6.2. (Pointwise invariance property) Suppose 2m = 2n = N and v € K4. Then
there is some v € K, which satisfies (63).

Proof. Let u € K and for integers ¢ > 1 consider the problem

{ —Av+v = |z[*P~!  in B;, (64)

v=20 on 0B;.

Using the same proof as in Proposition 5.2 we can show there is some v; € K (B;), where K (B;)
is the obvious extension of K from the unit ball to the ball of radius ¢, which satisfies (64). Extend
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v; to be zero outside B;. Then note by multiplying the equation for v; and integrating over B; we
obtain
/ \Vv|? +vide = / |lz|*uP v da
Bi Bi
= / {up_l\:r\ﬁ} {vz\x]%} dx
B;
1 1
’ / p
</ u? (p1)|x]°‘dx> ’ </ vf]w|adw>
Bl' Bi

and then note p'(p — 1) = p. Using the imbedding from Corollary 6.1 there is some C such that we
have

IN

—1
| 190+ e < Cllulftgm sl vy

and this shows that {v;}; is bounded in H'(R"). By passing to a sequence we can assume there is
some v € H'(RY) with v; — v in H(RV) and v is an H'(RY) energy solution of (63). Furthermore
we can use arguments similar to before to show that v € K, we omit the details.

O

Proof of Theorem 6.1. Here again, we are going to use Theorem 2.1 for the proof. Note that
conditions (i) and (47) in Theorem 2.1 follows from Corollary 6.1 and Proposition 6.2 respectively.
This proves the existence of a weak solution u of (55). It also follows from Theorem 8.1 that for

A(N +2)
B

the ground state solution u obtained above is non-radial. Here (1 is the best constant for the Hardy
inequality on RY defined in (56). Thus, our solution u is non-radial provided
{4(N+2) 2N+2a—4} 2N 4+ 2«
max

2 _
5, T N_2 S TN 2

<p—27

Regularity of the solution. Here we can use a proof similar to the proof of Theorem 5.1 but one
needs to insert a suitable cut off function. We omit the details. O

7 A singular potential problem

Here we examine the problem

_ u o _ o p—1
{ Au + ‘wla = w 1n B]_, (65)

u=0 on 0By,
where N > 3 and « > 2. In particular we are interested in nonradial positive classical solutions.

Note that we are taking o > 2 which can be thought of as super critical values of «. Let H denote
the completion of the {u € C°(B1\{0}) : w = u(s,t)} under the norm

2
u
Il ::/Q\vuy2+dx.

Ed

Note if &« > N then H does not contain C2°(Bj) and hence we need to be a bit careful when we
define what we mean by a solution.
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Definition 7.1. We call u a weak H solution of

—Au+ = f(x) in By, (66)
u=0 on 0B,
provided uw € H and
/ <Vu Ve + ) dr = f(z)pdxr Yy € H. (67)
By || B

We will assume that we are in the case of m = n since we will want to work on a suitable version
of K, which we now define. We define K} to be exactly analogous to the way it was defined for
the Hénon problem on the ball except now we add the extra condition that u € H.

Theorem 7.1. Suppose m = n and consider the problem (65). The following assertions hold;

1. Suppose 2 < p < M then there is a positive classical K ground state solution of (65).
In addition for all t > 0 there is some Cy such that u(x) < Cy|z|' in By.

2. The ground state solution from part 1 is nonradial provided

p—2>4(N+2)/8a(92),

where

fBl |Vl|? + fd:v
Ba := inf
0Feet 5, |z\2dw
We will show B, — 00 as a — oo and hence this result is nonempty.

Remark 7.2. We are able to prove similar results for nonradial domains provided they are domains
of double revolution symmetry with the /2 or w/4 symmetry and the needed monotonicity. In
these cases one works on a suitable version of K_ but we chose not to include these results since
the imbeddings we are able to prove appear to be nonoptimal.

Lemma 7.3. We have lim,_so0 Bo = 0.

Proof. Recall the boundary Hardy inequality gives

1 902 1
Vol*dr > / 7d1: Yo € Hy(B7).
(LJ eldezg | aqapede e (B

1 1
H,(r) :=r? <4(1 ST + o

and we set Cy, = ming<,<1 Hy(r) and note C,, — 00 as a — oo. Then note we have
©? ©? 1 1 Ca 9
|V|?dx —i—/ ——dz — Cy —=dr > ( + - > p dx
/31 By |z|* By \A(1 —[z)? [z |zf?

By \$|2 / ; , '
-/, ¢|<<ﬂ?uo*+ﬂa‘q0dx
[
0,

Define
) 0<r<l,

a(|z]) = Cy) dx
>

and from this we see that 3, > C, which proves the desired result.
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Lemma 7.4. Suppose m =n and 1 < p < %. Then Ky CC LP(By).

Proof. Suppose in addition to the hypothesis on p take p > 2 and then for u € K with |Ju|lg =1
and 1 < 7 < co we have

2

/upd:p = / u; {up_%m%}dx
By B |z|~
1
2 / -
< ol ([ w0 Bl i)’
B1

and now note we need to have some sort of Hénon type imbedding for K. Note this same proof
so far would work on a general domain with a function with any type of symmetry. By Corollary
5.2 we see this integral on the right is bounded by a constant provided we have

2 ON + 272
- <p_ ) PRy (68)

T N -2

: 2N+2a—4
Since p < =575

continuity of the imbedding. For compactness we use compactness in L'(Bj) along with standard
LP? interpolation. ]

we can show (68) for 7 sufficiently close to 1 and this completes the proof of the

In the proof of the above Lemma it is apparent that once one has a type of Hénon imbedding
then they get an suitable imbedding for H.

Proposition 7.1. (Pointwise Invariance) Take m = n and suppose u € K. Then there is some
v € Ky which solves

_ v _ p—1 ;
{ Av + e = U in Bi, (69)

v=20 on 0Bj.

Proof. Our approach will be to approximate the domain via an annulus and take a limit. For € > 0
small set A := {z € RN : e < |z| < 1} and let u € K. Consider the problem

_ e ap—1l
{ Av® + [E = uP in A, (70)

¢ =0 on JA..

Note this problem essentially fits into the exact framework of Proposition 4.2 part 2 except for this
|z|* term; but this term has no effect on the approach. So if we let K (A:) denote the obvious
extension of K to A. we see that v € K, (A.). We now extend v° to B; by extending it to be
zero outside A, and note v, € K. Then note we

£\2
/ VU€|2+/ (vF) dr = /uplveda:
B1 B |z® Bi
1

< (e ()

Db
< NullZhp, Cloe

where in the last step we used the imbedding of K. From this we see there is some constant C,
such that ||v®||g < C,, for all € > 0 small. From this we see we can pass to a subsequence and find
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some v € H such that v* — v in H and also since K is convex and closed in H we have it weakly
closed in H and hence v € K. Note if ¢ € C°(B1\{0}) we can easily pass to the limit in

¢ v 1
Vo© -V + ——dr = uP™ pde, (71)
B1 ’.’E‘ B1
and hence we have a solution at least on the punctured ball. O

Proof of Theorem 7.1. We shall begin by observing that Theorem 2.1 can be easily adapted to
deal with singular problems like (65). The only major change is to replace the notion of the weak
solutions in condition (i7) of Theorem 2.1 by the one in Definition 7.1 where the test functions ¢
belong to the space HNLP(Bj). Both conditions (i) and (i¢) follow from Lemma 7.4 and Proposition
7.1 respectively. This proves the existence of a weak solution for (65). Also, a similar argument as
in the proof of Theorem 8.1 shows that the solution is nonradial provided

p—2> 4N +2)/Ba(2).

Moreover, by Lemma 7.3 we have that 8, — 0o as & — oo and hence the ground state solution
u is non-radial for large values of a.

Regularity of ground state solution. Let u € K, denote a ground state solution of (65) and note
since 2 < p < 2294 there is some tg > 1 such that u € LPH*0~2(B)) (after considering the
imbedding result). For k& > 0 define

¢ _ btk (p—2)
k+1 2 2 )

and note that ¢, oo as k — oco. We will now show one has the following iteration result: for
k>0
if w e LPP2=2(By)  then wu € LPT2e172(B)). (72)

We now prove this iteration step; let k > 0 and suppose u € LPT2%+=2(By). For m > 1 set

u(x)He—t if u(z) < m,

pm(z) = { w(z)m?* =2 if u(z) > m, (73)

and since 2t; — 1 > 1 we see that ¢, € H}(B1) and its also clear that we have fBl |z| =2, dx < 0o
and hence @, € H, so we can use ¢, as a test function in the definition of u be a weak H solution
of (65) to arrive at (after dropping a couple of positive terms from the left)

2, — 1 2tk
(kz)/ |Vutk2dx+/ Y odr < / uP T2y
tr O QO 17 O

+m2t—2 / uPdx
Q

c
m

where Q,,, = {z € By : u(z) < m} and QF, is its compliment in B;. Set &, := m?*~2 [, uPdz and
we will later show that €, — 0 as m — co. Then note passing to the limit in the above inequality

we arrive at o

2t — 1 k

(kz)/ |Vut’“|2d:v—|—/ Y dr S/ uPAe 2, (74)
tk B1 B1 ‘x|a B1

and note the integral on the right is finite since we have u € LP*2%~2(B;) by hypothesis. From
this we see that u’* € H and note that u'* and now its easy to see that u'* € K, and hence by
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the imbedding result we have u* € LP(B;) but note t;p = 2t;1 +p — 2 and hence we have proven
the iteration step. We now show &,, — 0. By hypothesis we have v € LPT2%~2(B;) and hence
Om = Joe uPT?*~2dz — 0 and note that &, < d,, which gives the desired result.

With this iteration we have u € LT (By) for all 1 < T < oco. At this point we could attempt to
appeal to some linear theory to show w is bounded but we prefer to follow the iteration through.
Once we have u bounded then we will switch to linear theory.

Starting at (74) and dropping a portion of the zero order part of the norm we arrive

t2
lu'*]7 < / uP T2 g
B

2, — 1

and using the imbedding of K into LP(B;) we arrive at

1
Cotz T p+2tky—2
fullmees-s < gty )™ ol e

where Cy is coming from the imbedding. We write

1
Coti 2ty p+ th -2
L A ) I D

and hence we have
)
Brr1 < By

for all k£ > 0. Writing out the iteration we arrive at

n
T 5 0; nos;
Brt1 < (5(1)_[]_0 ]> H (7;1;["’“ ) :
We now wish to show the right hand side in bounded in n and hence this would give us the desired
L bound on u. We first show that T, := H;L:o 0; is bounded. Consider the log of T;, and note we

have
n

() = > In(e)

where we used the fact that p > 2 and log is concave. Now note one can get the explicit formula
t, =C (g)k + 1 where C' > 0 since tp > 1. From this we see that In(7},) is bounded and hence we
have the same for T,,. We now define T}, ,, =[]}, d; and similarly we get

In(Tyn) = Zln<1+2+202 u>
< _r =

o2

pk

IN
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for some C independent of £ and n. This shows T}, ,, is bounded above. From this we see that to
show [T;_, (7,1;[":’“ 5i> is bounded it is sufficient to show that P, := Y ;_,In(y) is bounded. But

note that

n

1 Cot?
P,=S —1 k
n Zm n<2tk—1>’

k=0

and noting the growth of t; we easily see this is bounded in n. This completes the proof that wu is
bounded.

We will now apply Proposition 7.2 to get more regularity. Take t < 0 but very close and then
note that uP~! € ¥; and by uniqueness of the solution to the linear problem we have u € X;
and hence we have |u(z)| < C|z['T®. We can now iterate this process. For instance we have
lu(z)P~1| < C|z|P~DE+Y) | and we choose t; := (p — 1)(t + @) and apply the linear theory again to
see that |u(z)| < C|z|®-D{E+e)+a Writing out the iteration we see that for all ¢ > 0 there is some
Cy > 0 such that u(x) < Cy|zl'.

O

We now state a result from the preprint [2] but we include a partial proof for the readers
convenience. This result will only be used when showing the decay of the solution near the origin.

Proposition 7.2. [2] (Linear theory for —Ap + % in weighted L spaces) For N > 3, > 2 and
t € R define the norms

v o= sup JalUf@] lelx= sup fal (el
0<|z|<1 0<|z|<1
we let Yy denote the completion of the bounded functions under the Yy norm and Xy to denote
the continuous functions on B1\{0} which have finite X; norm and with ¢ = 0 on 0B;. Let
N >3,a>2 andt € R. Then there is some C' > 0 such that for all f € Y; there is a ¢ € X; such
that

~Ap(a)+ & = f)  in Bi\{0}, (75)
o = 0 on 0By,

and one has the estimate |¢||x, < C||f|ly,. For

{N—2~|—\/N2—4N+8}

t>—o— 5 ,

(76)
the solution @ is unique.

Proof. Fix N, and t as in the hypothesis. Let f € Y; with || f|ly; = 1. Since a > 2 we can fix
0 < ¢’ < 1 small such that

1
L= (tra)(t+a— D" = (N= Dt +a)al* 225 Vo<|o|<e,

and note ¢’ only depends on N, « and t. We can now choose C; = C;(N, a,t) > 0 such that

||

[

{2N 4 Lol

C{l-(t+a)(t+a- Dz|*™2 = (N = 1)(t + oz)\x]o‘_2} + Cy } >1, Vo< |z| < 1.

For Ry < Ry we set Ap, r, :={x € RV : Ry < |z| < Ry}. For0 < e < %/ consider

~Ape(w) + 5 = f(@)  in A, 77)
pe = 0 on 0A. 1,
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and note there is a classical solution. Set p(z) := C1|z|""® + Cy(1 — |z|?) and by the maximum
principle we have |p.(z)| < @ in A.; for all small £ (note & is fixed and we be varying €). In

particular there is some C3 > 0 such that sup, , |p.| < Cs3 for all small ¢ > 0. We now set
g1

P(x) := Cyl|z|"T® where Cy = C5 + 2. Then we can apply the maximum principle on A, ./ to see
that |pe(z)| < 9(x) = Culz|"™ in A, . This shows that there is some C' > 0 such that for all
small € > 0 we have ||¢:||x, < C||fl|ly, (where the norms are now over the annulus). The main
point is the constant C' does not depend on €. Taking ¢ = &, \, 0 and applying a diagonal
argument (using the equation to obtain the needed compactness away from the origin) there is

some ¢ € X; which solves (75) and we have the desired estimate.

We now prove the uniqueness part. Let ¢ € X; solve (75) with f = 0. We write
o(x) = > ploar(r)Yr(0) where (g, A;) are the eigenpairs of the Laplace-Beltrami operator
—Ag = —Agn-1 on the unit sphere SV~!. Then for all £ > 0 we have aj, satisfies

—1d A
(N = Vap(r) | Maw i) (78)
r T2 o

—all(r) -

with ag(1) = 0 and |ax(r)] < Cprt™™. We now need to show that ay = 0 for all k¥ > 0. Take
w(r) :=rYag(r) where t + a4y > 0. Then note we have w(1) = 0 = lim,\ o w(r) and hence if w is
not identically zero we can (after multiplying by —1) see that w attains its max at some 0 < ¢ < 1
with w(rg) > 0, w”(rg) <0 and w'(rg) = 0. Note the equation for w is given by

N—-1 2y
r r

W (r) + < ) W' (1) + Cp(rw(r), 0<r<1,

where ( ) ( ) )
vy +1 y(N -1 g 1
Cr(r) = r2 r? 2 pal

Note if Ck(rp) < 0 then evaluating the equation for w at ro gives a contradiction. Now note that
r2C(ro) <y(y+1) =v(N = 1) = 1,

and hence we have the desired contradiction provided y(y+1) —y(IN —1) =1 < 0. Let v < 4
denote the roots of this quadratic equation and note we need some ~ such that t + a + v > 0 and
v € (7=,7+). So to find such a ~ it is sufficient that ¢t + « + v+ > 0 and writing this out gives (76).

O

8 Nonradial solutions when ) is a radial domain.

In this section we discuss the case when a(z) = a(|z|) is radial, and Q is a radial domain, that is
Q={z: R <|z| < Ra} where Ry > 0 and Rs € (R, +0],

—Au+ Au = a(|z|)uP~t  in Q,
u>0 in Q, (79)
u=0 on 0f.

where A = 0 for bounded domains and A = 1 where Q = RY. Note we are writing a general form

that can handle all radial domains we consider. When R; = 0 then we are either on a ball or the
full space. When R; > 0 then we are taking Rp finite (we are not examining exterior domains
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here) and then we should take 2 := {z : Ry < |z| < Ra2}. We shall prove that the solution obtained
in Theorem 4.1, Theorem 5.1 and Theorem 6.1 are nonradial under certain assumptions on €2 and p.

We require some preliminaries before stating our theorem for the radial domain. Consider the
variational formulation of an eigenvalue problem given by

p= i { /0“w’<e>|2w<9>de; /04|w<e>12w<e>d9=1, /Ow(e)w(e)de:o}, (30)

wEHlloc(O’%)
where w(#) := cos™ !(#) sin" () and suppose 11 satisfies the minimization problem. Then (1, %1)

satisfies ‘
—0p(w(0)y1(0)) = pw(0)¥1(6)  in (0, ),
¥'(0) >0 in (0, %), (81)
¥1(0) =1 (%) =0,

and note (u1,11) is the second eigenpair, the first eigenpair is given by (u, o) = (0,1).

An easy computation shows that

p1 = 4(N +2), P1(0) = — cos(40) + ;-T—]]z

We also recall the definition of the best constant in Hardy inequality for the domain €2, that is,

Vul? dz + \ [, u?d
(@) = i JalVuldztAfguide

(82)
ueHL(Q) Jo % dx

We are now ready to state our general theorem regarding the existence of a non-radial solution
for a fully radial problem.

Theorem 8.1. Let u be the Ky ground state solution obtained in either of Theorems 4.1, 5.1 or
6.1. If
p—2>4(N +2)/8:(),

then u is a nonradial function.
Proof. Let us assume that u is a radial function. Note that K = K consists of functions

w = w(r, #) where § — w(r,#) is non-decreasing on the interval (0,7/4). Recall that Ex(u) =c¢ >0
where the critical value c is characterized by

= inf E
¢ = Inf max K[ (1)),

where
I'={yeC([0,1],V) : 7(0) =0 #~(1), Ex (v(1)) < 0}.

For the sake of simplifying the notations, we use F instead of Fx in the rest of the proof. Let 1
satisfies (81), and let ¢ be the extension of 1/ evenly across # = 7. Note that 1) solves the same
equation on (0, 5). Set v(r, ) = u(r)y(#) and note that u + tv belongs to the set K for 0 < ¢ < 1.
We first show that

/|Vv|2d;v—|—)\/1)2dx— (p—l)/ la(|z|)ulP~20? dz < 0. (83)
Q Q Q
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To this end we need to show that M (u,v) < 0 where

M (u,v) = /A s (0 02 + M) dsdt — (p — 1)/ s (s, P 2% dsdt < 0. (84)

Q Q

Note first that it follows from the equation —Awu + Au = a(r)uP~! that

R2 R2

/ (u? 4+ €2)rN L dr = / a(r)uPr¥ =t dr, (85)
R1 Rl
It also from the definition of 8 = 5)(€2), the best constant in Hardy inequality, that
Ro U2 R
Ié] —21"N_1 dr < / (u? 4+ M2)rN L dr. (86)
R1 r Rl

It follows from (85) by writing M (u, v) in polar coordinates that

r

Ry r35 u2¢’2 Ry T
= / / 5 rN=w(0) df dr — (p — 2)/ / D2 (w2 + €)'V Lw () db dr,
Ry 0 Ry 0

r

R2 % /
M(u,v) = /R /0 (e + WUt — (p— Da(ryus? ) ¥ o 0) do dr

where w(f) = cos™ 1(#) sin”"1(). This together with the definition of y; = 4(N + 2) in (80) and
the inequality (86) imply that

B u?y? oy o 50y 2y, N—1
M(u,v) = m r " w(@)dbdr — (p—2) P (ur + Au)r T w(8) do dr
Ry 0 Ry 0
%

2
2 o vy o 2y, .N—1
- /0 16(0) e (60) de(m/R LNy — (p 2)/R (02 + a2y di
1 1
z [ Ra
< / ()% (6) de(/ w2V dr — (p — 2)/ (u? + M)V ar)
0 B R R
s Ro
= [T wore@ s [ 4 adtan(B - - 2) <o,
0 R B
where the last inequality follows from the fact that
H1 4(N +2)
B _op-2=22"2 _p-2) <o
3 (p—2) 3 (p—2)

Set 75 (1) = 7(u+ov)l, where I > 0 is chosen in such a way that E((u+ov)l) < 0 for all o] < 1.
Note that 7, € I'. We shall show that there exists ¢ > 0 such that for every 7 € [0, 1] one has
E(v+(1)) < E(u), and therefore,

¢ < max E(v,(7)) < E(u),
T7€[0,1]

which leads to a contradiction since E(u) = c¢. Note first that there exists a unique smooth
real function g on a small neighbourhood of zero with ¢’(0) = 0 and ¢(0) = 1/l such that
max,¢(o,1] E(1:(7)) = E(g(0)(u+ ov)l). We now define h: R — R by

h(o) = E(g(o)(u+ ov)l) — E(u).
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Clearly we have h(0) = 0. Note also that 4’(0) = 0 due to the facts that E'(u) = 0 and [ ¢w()df =
0. Finally A”(0) < 0 due to (83). This in fact show that

max E((r)) = B(g(e)(u-+ ov)) < Ew).

for small o > 0 as desired. OJ

9 Domains of triple revolution

In this section we consider domains of triple revolution. In particular we consider

u=20 on 01}, (87)

{ —Au = a(x)uP~t  in Q,
where € is a bounded domain in RY which has a smooth boundary and which is a domain of triple
revolution. Consider

s={ad+ a2}, t={ad o4 alyn ), Tim @k o 2R}

so s,t,7 has dimension m,n,l = N — (m + n) respectively. Here the function a is a function of
(t,s,T), that is a = a(t, s, 7).

Remark 9.1. Note that a radial domain and a domain of double revolution are particular cases of
domains of triple revolution. However, domains of triple revolutions are not necessarily radial or
domains of double revolution. Besides providing a framework to deal with more general domains,
this will create a pathway to prove several multiplicity results for positive solutions on radial do-
mains. For instance an annulus can be seen as a radial domain and a domain of double revolution
as well as a domain of triple revolution. Thus, one can obtain new positive solutions for a radial
problem by looking into solutions having a nontrivial triple symmetry. This is indeed the main
motivation for this section.

In the previous sections we used polar coordinates in the (s,t) plane. In this section we will use
spherical coordinates to describe the coordinates (s,t,7):

s =rsin(f) cos(p), t=rsin(f)sin(p), 7 =rcos(h), (88)

where 0 < 6 < 7, 0 < ¢ < 27 and r > 0; but of course we have restricted (s,¢,7) to the first octant
in R? and hence 0 < 0 < 5,0< < 7, and r > 0. Note that the function a can be also seen as a
function of (p, 0, r), that is a = a(y, 0, 1).

The monotonicity we will use will be in ¢ and hence it is also very natural to consider cylindrical
coordinates for (s,t,7) but we chose spherical for variety and also since we have the case of an
annulus in mind which may be more natural to consider spherical coordinates.

We now define

U= {(s,t,T) eER:z=(r1=5220=0,.., @ =0,Zip1 =t,Tmy2 =0,...., TN =T) EQ},

where z; = 0 for i ¢ {1,n+ 1, N}. We define 0= {(s,t,7) € U :s,t,7 > 0}. We now define

Q= {(cp,@,r) c (O,g) X (0, g) x (0,00) : (s,t,7) Eﬁ},
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and we also define a subset of given by

Qo = {(go,&,r) € (0,%) X <O,g) x (0,00) : (s,t,7) € ﬁ},

where note the only change is we are now restricting 0 < ¢ < 7.
Take G = O(m) x O(n) x O(l) and consider

H&G(Q) ={ue HY} Q) :gu=u Vg€ G}.
We are now ready to state our monotonicity assumptions for the domians of triple revolution.

Definition 9.2. [The monotonicity assumption on the functions and the domain/
Let Q be a bounded domain of triple revoluion in RN = R™ x R" x RI.

1. (K_ definition and domain assumptions) Suppose g* = ¢*(p,0) is smooth and positive on
[0, 5] x [0,7/2] and for each fived 6 € (0,7/2) we have: ¢ g'(p,0) even about ¢ = T, for

i = 2 we have the map is decreasing in ¢ on (0,7%) and i = 1 we have it increasing in @ on

™

(0,%). We also g' < g* on [0,5] x [0,7/2]. We consider domains where
O — ol 2 il il
Q= {(.0.1): g (0.0) <7 < g(0.0) for (p,0) € (0.5) x (0.5) } -

Define K_ to be the set of nonnegative functions u € H&G(Q) with uy, < 0 in Qo and which
are even across 0 = 7.

2. (K. definition and domain assumptions) Suppose g' = g¢'(p,0) is smooth and positive on
[0,%2] x [0,7/2] and for each fized 0 € (0,7/2) and i = 1,2 we have ¢ — g'(p,0) is constant
on (0,7/2). We consider domains 2 where

Q= {(cp,&,r) g (i, 0) <1 < g*(p,0) for (¢,0) € (O,g) X (O, g)}

Note this includes the case of an annulus. Define K4 to be the set of nonnegative functions
u € H&G(Q) with u, > 0 in Qo and which are even across p = 7.

3. (K_’g definition and domain assumptions) Suppose g* = g'(, ) is smooth and positive on

[0,7/2] x [0,7/2] and for each fized 6 € (0,7/2) we have: the map ¢ — g*(p,0) is decreasing
in ¢ on (0,5) and ¢ g (¢, 0) is increasing in © on (0,5). We alsohave gt < g% on
[0, 5] x [0,7/2]. We consider domains Q where

Q= {(0.0.r) : g (p.0) < v < g*(0.6) for (g.0) € (0.7) x (0.7) ).
Define K_ = to be the set of nonnegative functions u € Hol,G(Q) with u, <0 in Q.

Here we state our main theorem for this section.

Theorem 9.1. Let Q be a bounded domain of triple revolution in RN = R™ x R x R! and consider
(87) with a = a(p, 8,r) positive and sufficiently smooth.

1. Suppose m =n_and §) is a domain satisfying the symmetry condition part 1 of Definition 9.2
and a, < 0 in Q. Then for all

. [2(n+m+1) 2(n+14+1)
2 < p < min ) )
n+m-—1 n+l—1

there is a positive classical K_ ground state solution u of (87). Note this case includes the
case of 0 an annulus.
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2. Suppose m =n_and 2 is a domain satisfying the symmetry condition part 2 on Definition 9.2
and a, > 0 in Q. Then for all

2 2) 2 1
2<p<min{ (14+2) 2(n+m+ )},

I 7 n+m-—1

there is a positive classical K ground state solution u of (87). Note this case includes the
case of 0 an annulus.

3. Suppose () is a domain satisfying the symmetry condition part 3 on Definition 9.2 with n < m
and a, < 0 in Q. Then for all

2 1) 2 1
2<p<mm{ (m+m+1) 2(n+1+ )}’

n+m—-1" n+l—-1
there is a positive classical K,,% ground state solution u of (87).

Before discussing the proofs we write out some formula’s we will need soon. Given a function
v(x) defined on Q (which has the G symmetry) we have

/v(x)dx = C/AU(S,t,T)Sn_ltn_lTl_ldeth,
Q Q

where we are abusing notation as usual. If we further abuse notation we can write this in terms of
spherical coordinates as

éUWﬂwMM%&ﬂ
where
du(p, 0, 7) = rV "L sin™ 7 1(6) cos™ () sin () cos! 1 () dpdbdr,
and in the case of m = n we have
du(p,0,r) = r2 =1 sin?1(9) cos™ () sin™ L () cos' 1 (0)dpddr.

Also note we can write the square of the gradient as
2 2
u U
Vu(z)]? = w4+ -4 + —2—.
Vulz)l "or2 0 r2sin?(9)
As before we begin by examining the added compactness one gets.
Theorem 9.2. (Imbeddings for annular domains) Let Q0 denote an annular of triple revolution in

RY = R™ x R x R,

1. (Imbedding without monotonicity) Suppose £ has no monotonicity and

2n+m+1) 2(m+1+1) 2(n+1+1)
n+m—-1" m+Il-1" n+l-1 |

1<p<pi(m,n,l):= min{

Then Hj () CC LP().
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2. (Imbedding with monotonicity) Suppose Q satisfy the symmetry condition part 1 in Definition
9.2, n <m and

. [2(n+m+1) 2(n+1+1)
1<p< ,n,l) = , .
< p <pa(min,l) m1n{ n+m-—1 n+l—-1
Then K_ CC LP(Q).
3. Suppose Q satisfy the symmetry condition part 8 in Definition 9.2, n < m and

2(n+m+1) 2(n+1+1)
n+m—-1" n4+l-1

1 <p<pa(m,n,l):= min{

Then K_ = CC LP(Q).
4. Suppose Q satisfy the symmetry condition part 2 in Definition 9.2 and
2(1 +2) 2(n+m+1)}

1gp<p3<m,n,z>::mm{ R
Then K, CC LP(Q).

Proof. 1. This part follows from Theorem 3.1.
2. By using spherical coordinates for (s,t,7)

s =rsin(f) cos(p), t=rsin(f)sin(y), 7 =rcos(f),
we have that

/A u(s, t, 7)Ps™ 1 dsdtdr
Q

w/2 /2 g2
= / / / N1 sin™1(6) cos™ () sin™H(B) sin™ 1 () cos T H(O)u(g, 0, )P dr dOdep.
0 0 g1

For ¢ € [r/3,7/2] we have that sin(¢) < csin(p —w/4) for some constant ¢ > 0. Thus, considering

the evenness properties of g1, g2 and ¢ +— u(p,0,r) across ¢ = § we obtain that

/2 rg2(p,0)
/ / PN-1 cosm_l(go) sin"_l(cp)u(cp, 0,r)Pdrdp
/3 Jg1(p,0)

- w/2 rg2(p—m/4,0) N1 - o
<c //3 / i) r cos™ (o —7/4)sin" " (o — w/d)u(p — w/4,0,r)P dr dp
™ g1(p—m/4,

77/4 92(9079)
=1 / / rN—1 cosm_l(go) sin"_l(gp)u(cp, 0,r)P drdep.
7r/12 gl(‘pve)

Thus, there is a constant C; > 0 such that
/2 g2
/ / VL cos™ L (@) sin™ T (@) u(p, 0, 7)P dr de
0 g1
/3 g2
< / / V=1 cos™ (@) sin™ () u(p, 0, )P dr de.
0 g1
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On the other hand,

w/2 prw/3 g2
/ / VL eos™ H()r" Lt sin™ (@) u(ep, 8, )P sin T2 (6) cos! ~1(0) dr dy df
/4 JO g1

= / u(s,t, 7)Ps™ T Wdsdtdr - (89)
{2, s2p}

and

w/4 /3 g2
0 0 g1

= /A u(s, t, 7)Ps™ L dsdtdr (90)
{Q, 7>p}

for some positive constant 3. Therefore, for (89), we have

2/p 2/p
(/A u(s,t,T)psm_lt"_lTl_ldsdt> <O (/A U(37t77)ptn_171_1d8dt) )
{Q, s>p} {Q, s>}

Thus, by part 1),

2/p
(/A u(s,t, T)ptanlldsdt>
{Q, s>}

IN

C3 / (u® + u? +ul 4 u2)t" 1 Y dsdtdr
{©, s>}

IN

C4/ (u? + u? + u? 4 u2)t" s L dsdtdr
{9, 525}

IN

Cy /A(u2 +u? 4+ 2 + W)t b Y dsdtdr = C5||U||%I1(Q).
Q

By a similar argument for (90) we have

w/4 /3 g2
/ / / N1 cos™ () sin® T (p)u(p, 0, )P dr de d < CGH“H%I(Q)?
0 0 g1

from which the desired result follows.

3. Proof follows by the same argument as in part 2.
4. Proof follows by the same argument as in the proof of Theorem 3.1.
O

Remark 9.3. It is worth noting that p;(m,n,l) for i = 1,2,3 in Theorem 9.2 give an improved
embedding beyond the standard Sobolev embeddings. In fact, we have the following,

e pi(m,n,l) > ]3—1:]2 provided m,n,l > 1.
o po(m,n,l) > p1(m,n,l), provided m > n.

e p3(m,n,l) > % if and only if 1 <l < N —2. Also, ps(m,n,l) > pi(m,n,l) fori =1,2
provided n,m > 1.
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Moreover, if N is odd then p3(m,n,l) is maximized (here N is fized and we are varying
m,n,l) when | = (N — 1)/2 with the value
N — 1) _ 2(N+3)

2 7 N-1

p3(m7 n?

and note that

2(N+3)> 2N
N -1 N -2

if and only if N > 3.

As before we consider the following linear problem given by

{ —Av = a(z)uP~!  in Q,

v=20 on 0f). (9)

Theorem 9.3. (Pointwise invariance property)

1. Suppose m = n > 1, § satisfies the K_ domain assumptions from Definition 9.2 and a, <0
in Qo. If ue K_ and v satisfies (91) then v € K_.

2. Suppose m =n > 1, Q satisfies the K domain assumptions from Definition 9.2 and a, > 0
in Qo. If u € K; and v satisfies (91) then v € K.

3. Suppose ) satisfies the K,% domain assumptions from Definition 9.2 and a, < 0 in Q. If
u€ K_ = and v satisfies (91) then v € K_ =.

2
Remark 9.4. One can surely remove the n > 2 restriction but when proving w = 0 in ) one needs

to try a bit harder when choosing a suitable cut off (here we would have dim(I') = N — 2 and not
strictly less that N — 2).

Proof of Theorem 9.3. Parts 1,2: We begin by taking u € K1 since much of the proof is the
same for either case and as before we consider uy = min{u(x),k} where k is a large integer and
note uy € K. Let v¥ denote a solution of (91) with u replaced with uj, and then note by elliptic
regularity we have v* € H&G(Q) NCY(Q) for all 0 < § < 1. Now note we can write

S

m — 1)vk n— 1)k I — 1)k
A () = ol ofy ok, 4 (00 (o Do (7 Do

and a computation shows that

ko ok k k k
vy v 20, 2vg Vg
B —t .
s T e tan(0) - r2sin?(6) \ tan(p) an(p)
and
% _ % B tan(6)vy
T T rz

in spherical coordinates is given by L(v¥) = auzfl where

kol

From this we see that the equation for v

L) = {mu, - B te Lt (M- )|

T r2sin?(9) 2 r? \ tan(f)
n—1)v
= L)+ ().
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1

~ tan(e) Note from this we see that
)

where h(y) = tan(p)

0pL(1) = Livy) + 21 ). (92)

We now show that v* has the desired symmetry across ¢ = 7. Note we have

L") (0, 0,7) = a(p, 8, 7)u(p, 0,771 =: g(p,0,7) in Q,

with suitable boundary conditions. Define

(e, 0,7) =" (g - <p,0,r> ,

and hence our goal is to show that ¥ = v which would prove v*

computation shows

is even in ¢ across ¢ = 7. A

. T (n—1)(=Dv(Z — 0,0,r)
) e -+ O

h(e)

but noting that h is odd across ¢ = 7, ie. —h(p) = h(5 — ¢), we have

™

L(@®)(p.6,7) = L") (5 = p.0.7) = 9(5 — 9.6,7) = glp,6,1)

after noting that g is even across ¢ = 7 since both a and wuy, are. Hence we see that L(v)(yp,0,r) =

L(wF)(¢,6,7) in Q. We now discuss the boundary conditions for v* (and 7) in some detail. This
will be more needed later when we examine the monotonicity of v*. Define

T, o= {@ =0,0,7): g1(0,0) <1 < ¢%(0,0),0 < 0 < g} and similarly T,_z,  (93)
1 T u -

Lo = {(@,H,g (p,0):0<p< 5,0 <0< 5} and similarly T',_ g, (94)

To—g = {(90, 0=0,7):9 (p,0) <7< g*p,0),0<p< g} and similarly T'p_z. (95)

First note that v*, 7 are both zero on [, for i = 1,2 (to see the result for v use the fact
that ¢’ is even across ¢ = 7~ By the smoothness of v* (and hence 9) (and since the functions are
even across ¢ = 0 and ¢ = §) we have vff, =0, = 0 on I',—9 and I',—z. By smoothness and

symmetry we also get Ug =79 = 0 on I'y—z. Note I'g—y corresponds to a portion of the positive 7

A
axis. Set w(p,0,7) = v¥(p,0,7) —0(p,0,7) defined on Q. Also note we have L(w)(yp,8,7) = 0 for
(p,0,7) € Q with w =0 on I',_g for i =1,2; w, = 0 on ['y—o U | .S and wy = 0 on Lg_z. Set
I'={z € Q:s=t=0} and note that dim(I') = = N —2n < N — 2. Also note in terms of x we
have

Aw(z) =0 in Q\T,

with w = 0 on Q. We now claim that since w € C1*(Q) N C*(Q\I') and since dim(T) < N — 2
we have Aw = 0 in Q in sense of distributions and then we can apply the maximum principle to
see w = 0 in €.
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We now prove the claim. Take a smooth function g on R with g(¢) = 0 for t <1 and g(t) = 1 for
t > 2 and consider op(z) = dist(z,T') (the Euclidean distance) and fix zy € I but not an endpoint
since the endpoints lie on 9€). Note that dr is smooth near xy and we now set

%@ﬁzg(%@v,

3

and note g. is smooth near xg. Let ¢ be smooth and compactly supported near xy and note a
computation shows that

‘ /Q'yEwAlbdm‘ = ’V'ys AVwy —wViy}de

< ¢ [ [Vi@)ds
Q

where C' independent of € for small e. We now claim the right hand side converges to zero and
hence we’d have [, wAydz = 0 which shows that Aw = 0 in Q in the sense of distributions. We
can now use Hausdorff measure to prove the result but we prefer to use the box counting dimension,
see [23] for instance. Note that we have

log(|T
N =2 > dimpos () = N — lim “8UTe).
N0 log(t)

where |T'¢| is the N dimensional measure of I'y = {x € Q : ér(z) < t}. So there is some «a(t) — 0 as
£\, 0 such that |T;| < t*®+2 Then note we have

1
/|V’ye(a;)|da: < C’/ —dx
Q e<dp<2e €

C |F25‘
3
0(26)2+O‘(25)

IN

— 0,
€

which proves the claim.

Monotonicity. We now show that v* has the desired monotonicity in ¢ on Qo. Note that by (92)

we see ) .
(n — DA (p)vg

L(vg) + 72 sin?()

v = Op(auf™h)  in Qo (96)

and note h'(¢) > 0 and hence there is hope for a maximum principle for the operator on the left

acting on vfz. We now define the boundaries and note we are really taking the boundaries from

above and suitably adjusting them to 0 < ¢ < 7 instead of 0 < ¢ < 5. So we have

ngo = {((p =0,0,7):¢*(0,0) <r < ¢%0,6),0 <0 < g} and similarly Fg:%, (97)
0 T -

FS:gl = {(@,9791(% 0):0<p< Z’O <f< 5} and similarly nggg, (98)

r_,= {(gp, 0=0,7):9"(p,0) <7< g*p,0),0< < %} and similarly ngg, (99)
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Boundary terms T%_, UT?_.. Note by the smoothness and symmetry of v* we have UZZ =0 on
4
0 0

Boundary terms nggl U F?:gz- The boundary conditions here depend on with case of K4 we are
in. First consider the case of K. In this case because v* = 0 on nggl U F2:g2 and ¢’ is constant
in ¢ we see that vfj =0 on F(r]:gl U nggg. We now suppose we in the case of K_. In this case
we are either in the case of a annulus or a more general domain with suitable monotonicity. In
the case of a annulus we have fufz =0 on nggl U I‘gng as in the case of K. Using the fact that
v* >0 in Q with v* = 0 on 99 and the monotonicity of the maps ¢ — g*(¢, ) we see that vf; <0
on nggl U I‘ngQ.

Boundary terms ngo U ngl. First we consider I')_.. Note by the smoothness of v* we have
2 2
vé“ =0on ngz and hence we have 0 = (vg)w = (’U{Z)g on I'Y_,. We now examine the term ngo.
2 2

Note that we can write Vo*(z) as

k k
k k. Yo Yo ~
1
Vo' (z) = v F + 0+rsi ( )gp, (100)

where (&, 0, 7) are the unit vectors in spherical coordinates. From this we see that
wi| < rsin(0)| Vo (z)|. (101)

This shows that, at least in some limiting sense, we have vf, =0 on ngo- We can now either work
in spherical coordinates or translate back to coordinates in x; we will choose the latter since its

more familiar to apply the maximum principle. Writing the left hand side of (96) we arrive at
—Avf(@) + (n = DH(@)vh(2) = dplauf ), in O,

where Qo :={r € Q:0< o< T,z ¢I'} and

. Y a? :
1 e (S )

We now consider the case of K_. Let ¢ > 0 be small and consider ¢ = (vf} — ¢)4+ and note

1 = 0 near I after considering (101) and also ¥ = 0 near the portions of the boundary of g
corresponding to ¢ = 0 and ¢ = § (but we really will only need the result for ¢ = 0 since H is not
singular at ¢ = 7). Note that ¢» = 0 near 9. From this we have

va; -Vipdz + (n — 1) va,wdx = / &p(aui_l)wdx <0,
Q0 Qo Q0

after noting the assumptions on a and u. From this one sees that

/ |V |*dx + (n — 1) Hy?dx <0,
QQ Q0
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and hence we have 1y = 0 in {2y and hence we have vfz < ¢ a.e. in {0y and hence we have the desired
result after noting € > 0 is arbitrary.

We now consider the case of K. Consider ¢ = (UZZ + ¢)_ where € > 0 is small. Then note we
have ¥ = 0 near 90€)y. As above we get

vaz -Vipdr + (n—1) va;zpdx = / Bw(auz_l)wdx >0,
Qo Qo Qo
after noting the assumptions on a and u. From this we can argue that
/ |V|?dz + (n —1) [ Hy?dx <0,
Q() Q0

and hence v = 0 which gives ’UZZ > —¢e and hence we get the desired result. We now need to pass
to the limit in k, but this follows from similiar arguments that we used in previous sections.

3. The proof for this part follows from similar type computations as in [26] and some of the ideas
used in part 1 and 2 of the previous proof to deal with the extra variable 7, we omit the details. [J

Proof of Theorem 9.1. Once again, we are going to use Theorem 2.1 for the proof. Note that
conditions (i) and (ii) in Theorem 2.1 follows from Theorems 9.2 and 9.3 respectively. This proves
the existence of a non-negative weak solution u of (87). To prove the solution is positive and regular
we use the same arguments we have used in the previous sections, we omit the details.

0

9.1 Nonsymmetric solutions on domains of triple revolution

In this section we examine the case where the domain, the equation and a have added symmetry
and we examine the existence of solutions which do not inherit the same symmetry. We also recall
the definition of the best constant in Hardy inequality for the domain €2, that is,

(@) = g Vel

. (102)
ueH} () fQ % dx

We first consider the case of radial symmetry and then we consider the case of cylindrical
symmetry around the 7 axis in the case of the variables (s,t, 7).
9.1.1 The case of the annulus
Here we examine the case of a(x) = a(|z|) is radial, and © is the annulus Q@ = {z : R; < |z| < Ra}.

Theorem 9.4. Let u be the solution obtained in either parts of Theorem 9.1. If By is large enough
then u depends on all three variables in a non-trivial way.

Proof. We just do the proof for part 3 of Theorem 9.1. Other cases follows by the same argument.
Define
wy(#) = sinV 1 1(9) cos!71(6), Winn(p) = cos™ () sin" ().

Consider the variational formulation of eigenvalue problems given by

= ot { [P w@Pa@ [ e@Peea =1, [T ooue) s -o}. a0

veH! (0,5) LJo 0
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and

ponn =t /Og|w'<so>|2wm,n<so>dso; /g|w<so>|2wm,n<so>d¢=1, /gw@wm,n(w)d@:o}.

YeH}, (0,5 0 0
(104)
Let ¢; be the unique minimizer in (103), and ¢, », be the unique minimizer in (104). Let E be the
formal Euler-Lagrange functional of (87).
Let u be the solution obtained in part 3 of Theorem 9.1. We divide the proof into two cases. We
first show that u depends on 6 in a nontrivial way provided

(p— D

D_2 <5Q.

Then hen we show that u depends on 6 in a non-trivial way provided

(p - 1)Mm,n

D—2 < Bo.

Case I. We proceed by way of contradiction. Let us assume that u is not a function of 6.
Set v(r, ¢, 0) = u(r, p)Y(0). We just need to show that

1

(B (u);v,v) := /Q Vo2 dz — (p—1) /Q la(|z|)uP~%v? dz < 0. (105)

Note first that u = u(r, ¢) satisfies the equation —Awu = a(r)uP~!. Multiplying both sides of the
equation by u(r, p)17? () and integrating in spherical coordinates imply that

/ / / r2 sin ( )Wl( )du(ep,0,7) / / / ruPYE(0)du(e,0,7).  (106)

It also follows from the definition of Sy = 5y(2), the best constant in Hardy inequality (102) for
the function v = u(r, )Y (0) that

[ (st SR S Yty [ [ [

It now follows that

@ =[O <u%w?+rjs‘;2§§l2(0) s —<p—1>a<r>upw?> . 0.1
g0 & o SR
L P e [ [ e 2
. (p—l)m/RR2/02/02 “if?du—@—%/j/og/j <u3w?+rjs‘f;§l2(6)+“jf?>du
< () [ (i e
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(e, 0,1).
(107)




Case II. Similar to the previous case, we proceed by way of contradiction. Let us assume that
u is not a function of ¢. Set v(r, ¢, 0) = u(r, 0)1Ymn(¢). To conclude the proof we show that

(B (u);v,0) = /Q Vol dz — (p— 1) /Q la(lz])ulP~20? dz < 0. (108)

Note first that v = u(r, ) satisfies the equation —Awu = a(r)uP~!. Multiplying both sides of the
equation by u(r,0)12, , (¢) and integrating in spherical coordinates imply that

L7 [as Saomeon = [7 [ [ w00, o

It also follows from the definition of Sy = 5p(£2), the best constant in Hardy inequality for the
function v = u(r, 0)1m n(p) that

u?Pn n () | gl Bo 1318 uyp, ()
2 I ) )
[ I ( e i LU L N A A SV M)

(110)

As in the proof of case one can deduce that

(B (u); v, 0) < <(_;)”m" —(p-2) >/ / / ( 202 (g 1;22 f;’;‘((;) + “32’?;2””) du(.0,7) < 0

O

We recall the following result from [26] about the largeness of the best constant 5y in the hardy
inequality where the domain is an annulus.

Proposition 9.1. [26]

e Let R = R and Ry = R+ 1. Then By is sufficiently large for large values of R.

o Let R < ~(R) with ’Y( ) 51 as R — oo. With Qr = {x € RY : R < |z| < v(R)} then for
large enough R the 60 corresponding to Qg is sufficiently large.

Corollary 9.5. Let p > 2 and N > 3. Consider the problem (87) where ) = {z € RN : R < |z| <
R+ 1} and a = 1. For large values of R, there are at least

R R e R e A 1

positive non radial solutions. Here {ZJ stands for the floor of z € R.

Proof. Here we are going to use the K -,z symmetry in Theorem 9.4 and therefore m and n can be
different. The cardinality of the set

Dy ={(m,n) e NxN; m+n=N,1<m<n}

is L%J , and for each (m,n) € Ds there exists a no-radial solution u which is invariant in O(m)xO(n)

when R is large enough as we have shown in [26]. Also, the cardinality of the set

Ds={(m,n,l) eNXxNxN; m+n+I=N,1<m<n<l}
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s ) a1

By Theorem 9.4, for each (m,n,l) € D3 there exists a solution u which is invariant in O(m) x
O(n) x O(1) and it is non invariant in O(j) x O(N — j) for any j € {1,..., N — 1}. This completes
the proof. O

9.1.2 The case of symmetry in ¢

In this section we examine the case where the domain and a have symmetry in . In terms of the
coordinates (s,t,7) we are examining the case where we have cylindrical symmetry around the 7
axis. We suppose m = n and () satisfies assumption 2 from Definition 9.2, ie. suppose ¢° = g*(y, 6)
is smooth and positive on [0, 5] x [0,7/2] and for each fixed § € (0,7/2) and i = 1,2 we have
o+ g'(¢,0) is constant on (0, 7/2).

We further assume that a = a(r,#). Then looking at (87) (written in terms of (7, ¢, 6)) one sees
that it is reasonable to look for solutions of (87) which don’t depend on ¢ and in fact one can use
the same imbedding to obain a solution for the given range of paramters that doesn’t depend on
. Our next theorem gives sufficient conditions under which the ground state solution depends on
© in a nontrivial way.

Theorem 9.5. Suppose Q) satisfies the above hypothesis and a, = 0.

1. Suppose p satisfies hypothesis from Theorem 9.1 part 2 and u is Ky ground state solution
promised by Theorem 9.1 part 2. If By is large enough then u is a function that depends on
@ in a nontrivial way.

2. Suppose p satisfies hypothesis from Theorem 9.1 part 1 and u is K_ ground state solution
promised by Theorem 9.1 part 1. If Py is large enough then u is a function that depends on
@ in a nontrivial way.

Proof. The proof follows the same strategy as the proof of Theorem 9.4. O

Remark 9.6. One can examine multiplicity type results for these domains also, we leave this to
the interested reader.
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