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Abstract

We examine the equation
A?u = \f(u) Q,

with either Navier or Dirichlet boundary conditions. We show some
uniqueness results under certain constraints on the parameter \. We
obtain similar results for the sytem

—Au = Af(v) Q,
-Av = ’yg(u) Q7
u = v=0 0.
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1 Introduction

In this note our main interest is in the uniqueness of solutions for some
generalizations of the well studied second order problem —Awu = Af(u). We
examine three generalizations:

A%u = Mf(u) Q

(Navier) (N)x u 0 (9]
Au = 0 0Q,



(Dirichlet) (D) u

Il

o
QD
Q

and

—Au = Af(v) Q
—Av = qg(u) Q
u = 0 o2
v = 0 o

(System) (P)rs

where Q is a bounded domain in RY with smooth boundary, 9, denotes
the derivative on the boundary in the direction of the outward pointing nor-
mal v and where v, A > 0 are parameters. We assume that the nonlinearities
f and g satisfies either (R): f > 0 on R with f smooth, increasing, convex,
f(0) =1 and f is superlinear at oo or f satisfies (S): f > 0 on (—o0, 1) with
f smooth, increasing, convex, f(0) =1 and f(17) = oco.
Some notations: F(t) := fot f(r)dr, G(t) := fot g(7)dr. We say that f is log
convex provided t — log(f(t)) is a convex function.

1.1 Preliminaries

Given a nonlinearity f which satisfies (R) or (S), the following equation

—Au = Af(u) Q
(@) { u = 0 o

is now quite well understood whenever €2 is a bounded smooth domain in
RN, See, for instance, [5, 6, 7, 17, 18, 21, 25, 27, 4]. We now list the
properties one comes to expect when studying (Q)x. It is well known that
there exists a critical parameter A* € (0, 00), called the extremal parameter,
such that for all 0 < A < A* there exists a smooth, minimal solution u) of
(Q)x. Here minimal solution means in the pointwise sense. In addition for
each x € Q the map A — wuy(x) is increasing in (0, A*). This allows one to
define the pointwise limit «*(x) := limy ~\ u(z) which can be shown to be
a weak solution, in a suitably defined sense, of (Q)j+. For this reason u*
is called the extremal solution. It is also known that for A > A* there are
no weak solutions of (Q),. Also one can show the minimal solution u) is a
semi-stable solution of (@), in the sense that

/ Af (un)? < / VP Ve BUQ).
Q Q
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We now come to the results known for (@), which we are interested in
extending to (), (D) and (P)y .

e In [21] it was shown that if f satisfies (R) then the extremal solution
u* is the unique weak solution of (Q),«. This was extended to the case
where f satisfies (S), see [9].

e In [22] and [29] a generalization of (@) was examined. They showed
that if f is suitably supercritical near u = co and if €2 is a star shaped
domain then the minimal solution is the unique solution of (@), for
small A. In [16] this was done for a particular nonlinearity f which sat-
isfies (S). We remark that one can weaken the star shaped assumption
and still have uniqueness, see [28], but we do not pursue this approach
here. See [15, 23, 24] for more results on this topic.

We now turn our attention to the needed background and known results
for (N)x, (D) and (P)x-

Fourth order

The problem (Q), is heavily dependent on the maximum principle and hence
this poses a major hurdle in the study of (D), since for general domains
there is no maximum principle for A? with Dirichlet boundary conditions.
If one restricts their attention to the unit ball then one does have a weak
maximum principle, see [3]. In this case there exists an extremal parameter
A* € (0,00) such that for all 0 < A < A* there exists a smooth, minimal,
stable solution uy of (D)y. By a stable solution we mean that

/ A (un)? < / (A2, Ve HE(9). (1)
Q Q

As in the second order case the map A — wy(z) is increasing on (0, \*)
and so we define the extremal solution, u*, as in the second order case.
The extremal solution is a weak solution of (D)« and for A > \* there are
no weak solutions. See [1, 8, 14] for these results. The uniqueness of the
extremal solution was proven for f(u) = e* in [14] and for f(u) = (1 —u)~2
[8]. In [20] the first result was extended to the case where f satisfies (R)
and is log convex. We say a function f is log convex provided ¢ — log(f(t))
is convex.

The problem (N)) on general domains was studied in [2] where they
obtained the same results as listed above except for the uniqueness of the
extremal solution. Some of the methods used in [20] are inspired by [2]



and so will be the techniques we use when showing the uniqueness of the
extremal solution.

Systems

The system (P))., where f,g satisfy (R), is a special case of a general
system examined in [26]. Many of the properties one comes to expect in
the second order case (@) carry over. The following results are from [26].
Define @ = {(\,7) : A,y > 0} and we define

U :={(\,7) € Q: there exists a smooth solution (u,v) of (P)xn~}.

We set T := 0l N Q. The curve T is well defined and separates Q into
two connected components @ and V. We omit the various properties of T
but the interested reader should consult [26]. One point we mention is that
if for z,y € R? we say « < y provided z; < y; for i = 1,2 then it is easily
seen, using the method of sub and supersolutions, that if (0,0) < (Ag,y0) <
(A,y) € U then (Ao,70) € U. Using the standard iteration procedure one
easily shows that for each (\,~) € U there exists a smooth minimal solution

(uxn~,Vx~) Of (@)~ and the minimal solutions enjoy the usual monotonicity:
if (0,0) < (/\1,’71) < ()\2,’)’2) € U then

(u)q,'n ) Uz\l,’n) < (u/\27’72 ) U)\z,'yz)'

Now for (A\*,7*) € Y there is some 0 < ¢ < oo such that v* = g\*
and we can define the extremal solution (u*,v*) at (\*,~+*) by passing to
the limit along the ray given by v = oA for 0 < A < A*. This limit is well
defined in the pointwise sense and it can be shown that (u*,v*) is some
form of a weak solution of (P)y« ,-. Our notion of a weak solution will be
more restrictive than considered in [26], see Remark 2, and we will need to
reprove this. In the case where f = g one can use the methods from [10] to
obtain various results concerning the regularity of the extremal solution.

Acknowledgement 1. The author thanks the anonymous referee for re-
marks which greatly improved the presentation of the paper.

2 Main results

Proposition 1. Suppose that f satisfies (R) or (S). There exists some small
Ao > 0 such that for all 0 < A < Ag there exists a unique smooth, stable
solution wy of (D) with |Juy||r~ < V.



Proof. This is a straight forward application of the contraction mapping
theorem on a suitable Holder space. One obtains the stability just from the
fact that u) is small.

O

From now on w) will refer to the minimal solution of (N), but in the
context of (D), it will refer to the solution guaranteed by the above propo-
sition.

Theorem 1. (Uniqueness of solution for (N)x, (D)x for small \) Suppose
that ) is a star shaped domain with respect to the origin in RN where N > 5.

1. Suppose that f satisfies (R) and

L Ltf(t) 2N
lim inf F(t) T N—4

Then for small A > 0, uy is the unique smooth solution of (D) and
(N)x-

2. Suppose that f satisfies (S). Then for small X > 0, uy is the unique
smooth solution of (D)y and (N).
Remark 1. The assumption liminf; .o % > ]\?—JL for the first part of
Theorem 1 is in some sense optimal; at least for the case of (N)y. To see
this consider the case of f(t) = (t+1)P and apply the multiplicity result from
Theorem 2.2 in [2]. In addition see Remark 3 below.

Theorem 2. (Uniqueness of (P)x~) for small parameters) Suppose f(t) =
g(t) = et and Q is a star shaped domain with respect to the origin in RN
where N > 3. Then (P)y, has a unique smooth solution provided the pa-
rameters 0 < A,y are sufficiently close to the origin.

The next result concerns the uniqueness of the extremal solution. Here
we need to specify what we mean by a weak solution, which we do after
stating the theorem. Also recall that we say a function f is log convex
provided ¢ — log(f(t)) is convex.

Theorem 3. (Uniqueness of extremal solution)

1. Suppose that € is a star shaped domain with respect to the origin in
RN where N > 3. Suppose that either f and g satisfy (R) and are log
convex or that f and g satisfy (S) and are strictly convex. Then given
(A", 7*) € T the extremal solution (u*,v*) is the unique weak solution

Of (P)/\*,'y* .



2. Suppose that f is log convex and satisfies (R) or f satisfies (S) and
is strictly convexr. Then the extremal solution u* is the unique weak
solution of (N)x.

We point out that with an extra argument, see [21], one can remove the
strict convexity assumption on f. We now define what we mean by a weak
solution. We remark that in the case of (V) our definition coincided with
the one given in [2].

Definition 1. Suppose that f and g satisfy (R).
We say that u is a weak solution of (N)y provided: f(u) € L'(Q) and that

/UAQQS:/)\f(u)qS Vo € Xy :i= {¢€C4(§):¢:A¢208Q}.
Q Q

)
We say (u,v) is a weak solution of (P)y ., provided f(v),g(u) € L'(Q) and

/Q (—Ad)u = /ﬂ A ()6, /Q (~Ag)w = /Q g (u) 3)
forall ¢ € Xp:={¢ € C*(Q):¢=000}.

In the case where f and g satisfy (S) we have the added condition that
u,v <1 a.e. in Q.

Remark 2. At this point it is important that we mention that the notion
of weak solution considered in [21] and [26] requires that 6f(u) € L'(f),
respectively §f(v), 0g(u) € LY(), where 6(x) is the distance from x to O5).
As mentioned previously [26] has shown the ezistence of a weak solution
(using his weaker notion) to (P)x= 4« but it is not immediately clear that
this is a weak solution in our sense. Because of this we choose to work in
domains where we can prove some reqularity of the extremal solution.

We remark that much of the approach we take in showing the uniqueness
of the extremal solution in both the fourth order cases and the systems case
is taken directly from [2] and [20]. In [2] they developed a method capable
of dealing with log convex nonlinearities in the case of the problem (N)y
and they used this technique to show that there are mo weak solutions for
A > A", This result is a magjor step in showing the uniqueness of the extremal
solution. In [20] the methods were extended to show the extremal solution is
unique in the case of (D) on radial domains. At essentially no extra effort
this approach yields the same result for the Navier problem.



Remark 3. In the case where f is suitably subcritical one can show the
existence of a second solution of (N)y (resp. (D)) for 0 < X\ < X* (resp.
for small \). Here one uses the methods from [13]. We omit the proofs.

We mention that in a future work many of the results here are extended
to equations of the form

see [12].

3 Proofs

We begin with some needed results regarding the nonlinearities.

Lemma 1. 1. Suppose that f satisfies (R) and is log convex. Givene > 0
there exists some 0 < pn < 1 such that

W (Fu ) +2) 2 F(0) + 5.
for all 0 < t.

2. Suppose that f satisfies (R) and is log conver. Given 0 < p < 1 and
N > 1 there exists some k > 0 such that

Nf(t) < f(p't) +k,
for all 0 < t.

3. Suppose that f satisfies (R) and is log convex. Then lim;_, o % = 0.

4. Suppose that f satisfies (S). Then lim; » % = oo.

5. Suppose that f satisfies (S). Given € > 0 there exists some 0 < p < 1
such that

L)+ = F(0) + .
for all 0 <t < p.

6. Suppose that f satisfies (R) and is log convex. Then f is strictly
convex.

In the case of a system with nonlinearities f and g one can take the
parameters promised by the above lemma to be equal.



Proof. See [2] and [20] for the proof of 1 and 2.
It

3. Using L’hopital’s rule one sees that it is sufficient to show that lim;_, t%

0o. But since f is log convex we have t +— L(tt)) is increasing and hence we
are done.

4. Let 0 < t < 1 and we approximate F'(t) using a Riemann sum with n
partition points and right hand endpoints. Doing this and using the fact

that f is increasing one obtains the estimate

(n=1) ; n=1), | )

F(t) <
()_ n n n

From this we have that limsup; ~ % < % and since n is arbitrary we have
the desired result.
5. This follows from some simple calculus.
6. Since f is log convex and increasing on R we can write f(t) = eP®) where
B(t) is increasing and convex. Note that by the convexity we have that
B'(t) > 0 all t and so f"(t) > B (£)% > 0.

O

Proof of Theorem 1: Let f satisfy (R) or (S), N > 5, 0 < A be small
and let uy denote either the minimal solution of (N)y or the solution of
(D) as in the above proposition. Suppose that u is another solution and
set v := uw — u), so v is not identically zero. Note that in the Navier case we
have v > 0 but in the Dirichlet case v might change sign. Then v satisfies

A% = Ag(z,v) = M fluy +v) — f(ur)} in Q, (4)

with the appropriate boundary conditions. We now multiply (4) by —z - Vv
and integrate. In the Navier case some computations show that

—T - VU 2U:M U2 v vy --x
oot = S5 [ o+ [ v ve -

where v is the outward pointing normal on 0€2. In this computation one did
need to take into the account that —Awv,v > 0 in Q. In the Dirichlet case a
computation shows that

—T - VU 2U:M 1)21 ’U2£U'V
ooz = S22 a5 [ @aope-n

see [19]. In either case the boundary integrals are nonnegative since € is
star-shaped with respect to the origin and so we have



S [(aop < [ (o voat),

and using (4) we have

(N —4)
2

/ (Av)? < / (o VOMSur+0) — fw)}.  (5)
Q Q

Define h(z,7) := f(ux(x)+7) — f(uxr(x)) and H(z,t) :
H(xz,t) = F(uy +t) — F(uy) — f(u))t, V H(a: t =
[/ (ux)t}Vuy and the chain rule gives VH (z,v) = V
So the right hand side of (5) is

)\/Q(—x - Vo)h(z,v),

f (z,7)dr. Then

{fn+1) = flun) -
+H(x,v) + h(z,v)Vv.

which, after and integration by parts, is equal to
/\N/ H(x,v)+)\/ V.H(z,v) - x.
Q Q

Combining this with (5) and writing everything back in terms of f and F
we arrive at

(N2_4) /Q(Av)2 < AN/Q{F(UAJFU)—F(“A)_f(uk)v}

A /Q (- Vur) [ ur + ) — F(un) — F(ur)o}.(6)

For any 0 < 0 < 1 there exists some C, > 0 such that the left hand of (6)

is bounded below by
—4
7(]\7 Jo /(Av)2 + C’U/ v?
2 Q Q

but using (4) one sees that

[ @0 =x [ (run+0) = .
Q Q

Putting this all together gives

[ o) — fto+ o < N [ (0 - Plus) - J)o)
Q Q

+ / (- V) (Flux +0) — F(un) — F () (B)
Q



which we rewrite as

/ T/\(x,v) < 07
Q

) = DT ) - e+ S
(

*N{F(u/\ + 1) — F(uy) — f(ux)t}
—(z - Vu){f(ur +t) — fur) — f'(ur)t}.

where

The idea now is to obtain a contradiction by showing that for small enough
A that T)\(z,t) > 0 for all x € Q and for all ¢ in a specific range which
depends the whether f satisfies (R) or (S) and whether we are in the Navier
or the Dirichlet case. Let Sy(z,t) be equal to T)(x,t) except that we replace
the last term —(x - Vuy){f(ux +t) — f(ux) — f/(ux)t} with ex{f(un +1) —
f(uyn) = f'(un)t} where ey := ||z - Vuy||po. It is known that ||uy||p~ — 0 as
A\ 0 and hence by elliptic regularity we have €y — 0. Note that since f
is convex we have that Ty(z,t) > Sy\(x,t). We now suppose that f satisfies
(R) or (S). To show the desired positivity it is convenient to treat the cases
of t near —oo, 0 and oo separately.
Case t =~ o0
Let ( satisfy

2N fo)t

N g < <lminf e

and so there exists some ¢y > 1 such that for all t > tg — 1 we have f(t)t >
BF(t). Let 0 < A\g be sufficiently small such that ||uy||p~ 4+ ey < 1 for all
A < Ag. So we have that f(uy +t)(uy+t) > SF(uy+t) for all t > tg,z € A

and A < ). Pick o such that (2N)<0<1 Then for t > tg, A < A\g,z €

we have

S(z,t) > flu+t) [t{(N;‘JU_J;} Nﬂ

C,t? (N —4)o

+ \ +NF(U/\)—

Now using the fact that f is superlinear at oo and since (NEA‘)U — % >
QA

one sees that there is some t; > to such that Sy(z,t) > 0 for all z €
Xo,t > 1.
Case t =~ —oo: We now assume that —oo < t < t1, A < Ao,z € 2. By the

0
<
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monotonicity and convexity of f we have the lower bound

2
C;t — N{F(uy +1t) — F(uy) — f(u\)t}

—{flux+1t) = fur) — f'(ur)t}. (8)

Note that all terms except the first term grow at most linearly in ¢ as t —
—o00. Hence there exists some A\; < Ao such that Sy(z,t) > 0 for all —oo <
t < —1, A < A,z € Q. Note this step is not needed in the Navier case. We
now consider the final case.

Case t =~ 0:

By Taylor’s Theorem there exists some C > 0 such that

S)\(.T,t) >

|F(ux+1) — Fux) = flua)t] < Cit?,  |f(un+1t) = fun) = f'(ua)t] < Cit?,

for all —1 <t < t1,A < Ao,z € Q. Substituting this into (8) and taking A
smaller if necessary we have that Sy(z,f) > 0 for all 0 # ¢ € [-1,#1],\ <
Ao, x € €.
We now assume that f satisfies (S). Our starting point is (7) and we take
o= % Again we break the interval for ¢ into 3 regions (but now the regions
depends on z): t € (1 —e — ux(x),1 —ux(z)) (where ¢ > 0 is small),
te(—1,1—ec—wuy(z)) and t € (—oo, —1]. We argue as before and we use
Lemma 1, 4 to get the desired positivity on the first region. For the other
regions we argue as before. We omit the details.

O
Proof of Theorem 2: Let  be a domain in RN with N > 3 and which
is star shaped with respect to the origin. Our goal it to show that the
only solution of (P)y, for (A,7) € Q with A? + +? small is the minimal
solution. By a symmetry argument it is sufficient to prove the result for
0 < v <A Ify = X then (P)y, reduces to the scalar equation, see (9),
and we have uniqueness. Instead of using parameters (\, ) we prefer to use
(A7) = (A, o)) and after considering the above comments we restrict our
attention to 0 < o < 1. So with this notation we let (uy 4, vy ) denote the
minimal solution of (P)x r, where 0 < XA and 0 < ¢ < 1. Let w) denote
the minimal solution associated with (@), in the case of f(t) = e! and note
that (wy,w)) is a supersolution of (P)y y, for 0 < ¢ < 1 and hence we see
that (uxe,vre) — 0in L®(Q) x L>®(Q) as A N\, 0 uniformly in 0 < o < 1.
Using elliptic regularity we have (u) », vy ,) — 0 in C1(2) x C1(Q) as A \, 0
uniformly in 0 < o < 1. This shows that supq(|z - Vuyo| + |2 - Voy o = 0
as A\, 0 uniformly in 0 < o < 1.

11



Let (u,v) denote a second solution of (P)y,x and set u, := u — uy,,
Up := ¥ — V). Note these are both nonnegative and not identically zero.
We first obtain the pointwise estimates:

v <wu, )ou<v, i) ou, <V V) Ve < U, 9)

where for i)- iii) there are no parameter restrictions but in iv) the inequality
will only hold for 0 < A < A1 and 0 < ¢ < 1 where A1 > 0 is small.

Note that since (u,v) is any solution that i) and ii) also hold for the minimal
solution. We now proof these. i) First note that we have —A(u — v) =
A(e” — oe*). Multiply this by (u — v)_ and integrate over 2 to see that

/QW(UU)\? :A/Qwae“)(uv),

and note the right hand side is nonnegative, hence the left hand side is zero
and we have (u —v)_ =0 a.e..

ii) Note that —A(v—ou) = Ao(e“—e") which is nonnegative after considering
i) and after an application of the maximum principle we see that v > ou.
iii) A computation shows that (u,,v,) satisfy

—Au, = Ae™o(e” —1) Q, (10)
—Av, = ole™ (e —1) Q, (11)
with zero Dirichlet boundary conditions. Set Qg := {z € Q : v,(z) < ou,(z)}.

To show iii) we need to show that 2y is empty, so towards a contradiction
we assume its not. Note that in 2y we have

—A(vy —ou,) = Ao{e" (e —1)—e™ (e —1)}
> Ao{e™o(e% —1) — e (e — 1) by 1)
= oXe™ (e —e")
> ole™7(ev —e%)

where the last line follows since we are in £25. Now since o < 1 one sees the
final quantity is nonnegative and hence we have that —A(v, — ou,) > 0 in
Qo. Applying the maximum principle we have v, > ou, in ¢, which gives
us the desired contradiction.

iv) A computation shows that

—Aug —v,) = Ae™Mo(e” —1) —ale"™ (e — 1)
> e (e — 1) —are"™e (et — 1) (12)

12



since vy g = OU) -
A calculus argument shows that there exists some 0 < tg small such that
one has
e’ >0t VO<t<ty, VO<o <1 (13)

Let 0 < A be sufficiently small such that for all 0 < A < A1 one has that
llunollree < to for all 0 < o < 1. We now take 0 < A < A; and note that we
have e7"*e > ge"r . Substituting this into (12) gives

—A(ue — vy) > Aoe' e (e — e'?)

which re-arranges to

—A(up — Vo) + Aou 7 c(x)(ue — v,) > 0,

elo—evo

where c(z) = ¢ -—=-— > 0 and is smooth. The maximum principle now gives

the desired result and we have completed the proofs of i) - iv). We now
return to proving uniqueness. Let 0 < A < A; and 0 < ¢ < 1. Multiply (10)
by —x - Vv, and (11) by —z - Vu, and integrate to obtain

/ Auo(x - Vu,) = )\N/ e (e’ —v, —1)
Q Q

-l—)\/ e (x - Vuyg)(e" —v, — 1) (14)
Q

/ Avg(x - Vu,) = /\NU/ e (et —up —1)
Q Q
—i—/\a/ e (x - Vuyg)(e" —u, —1).  (15)
Q
A computations shows that A(z - Vv,) = 2Av, 4+ - V(Av,). Using this and

a integration by parts shows that

/Auo(x-Vvo)—l—Avo(:z:-Vuo) = (N—Q)/ Vuo-Vv0+/ |Vuo||[Vvo|z - v.
Q Q i)

(16)
Note for the boundary term we have used the fact that u,,v, > 0 in €.
Adding (14) and (15) and using (16) gives

13



(N — 2)/ Vu, - Vo, < )\N/ e (e’ — v, — 1)

Q Q

-I—)\/ e (x - Vuy,)(e" —v,— 1)
Q
+/\NU/ e (e —u, — 1)
Q
+/\0/ e (x - Vuy o) (e —u, —1). (17)
Q

Now we know that —Au,, —Av, > 0 and we also have cu, < v, < u,.
From this we see that

/VuO-VvO —/(—Auo)vo > g/ V|2 > J)\l(Q)/ 2, (18)
Q Q Q Q

and similarly one shows

/ Vi, - Vu, > A (Q) / v2, (19)
Q Q

where A1 (Q2) denotes the first eigenvalue of —A in Hg(Q). Using (10) and
(11) one also sees that

A / e (€% —1)v, = / Vo - Vi, = Ao / e (e = Duo. (20)
Q Q Q

The idea is to now break the left hand side of (17) into four equal parts
and use (18), (19) and (20) to rewrite (17). We now take 0 < A < A\;
sufficiently small such that e**e e"»e < 2 for all 0 < ¢ < 1. Doing this we
obtain an inequality of the form

2 2

/ o {l;f + (e — 1Du, — C(e" —uy — 1)}—1—{0)‘\’ + (e —1)v, — C(e" — vy — 1)}da: <0
Q

(21)
where C'= C(N) > 0. One easily sees that for 0 < \ sufficiently small that
the integrand in (21) is positive on {(uo, Vo) @ Uo, v, > 0}\{(0,0)}. Hence
we have u, = v, = 0 and so (u,v) = (ur 4, Vr0)-

g
Proof of Theorem 3; part 1. We first show that the extremal solution
is a weak solution. Let (u*,v*) denote the extremal solution corresponding

14



to the parameters (\*,+*). Using the techniques from [26] one sees that
(u*,v*) is a weak solution of (P)y« .+ except for possibly the integrability
conditions. To obtain these we obtain estimates on the minimal solutions
along the ray through origin and through (A\*,~*). Let (\,~) lie on this ray
and let (u,v) denote the minimal solution of (P), . Multiply —Au = \f(v)
by —z - Vv and —Av = ~g(u) by —x - Vu and add the inequalities and
integrate over {2 to arrive at

/w-VvAu—i—a:-VuAv—/)\f(v)(—af-Vv)—|—’yg(u)(—x~Vu),
Q Q

and arguing as in (14), (15) and (16) one sees that we have

(N—2)/ Vu-VUS)\N/F(v)—i—vN/G(u).
Q Q Q
Now using the equation for (u,v) we see that

/Q Mf(v)v + 7(N22)g(u)u < /Q)\NF(U) +yYNG(u).
From Lemma 1 we see that f(t)t dominates F'(t) for ¢ near oo (resp. near
1) in the case where f satisfies (R) and is log convex (resp. f satisfies (S)).
One has the same for g and G. From this we conclude that we have uniform
bounds on [, f(v)v and [, g(u)u along the given ray and so passing to
limits we have v* f (v*), u*g(u*) € L*(Q2) and we also have the desired H{ ()
bound.

We now show that the extremal solution is the unique solution. Assume
that 0 < o < oo is such that v* = oA* and that (u,v) is a second weak
solution of (P)y« ,+. For simplicity we assume that A* = 1. By the mini-
mality of the extremal solution we see that (u,v) > (u*,v*) a.e. in Q and
we have that u # u* and v # v*. We now separate our argument into the
two different classes of nonlinearites f and g we consider.

Case f and g satisfy (R) and are log convex. We now assume that f
and g satisfy (R) and are log convex. Define
ut +u v+

z1 = 9 , z9 = 9 y

and note that z; and 29 are weak solutions of

—Az = f(ZQ) + hl(.%'), —Azy = 09(21) + Uhg(iv), Q,
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with z1 = 29 = 0 on 0f) where we define h; in a moment.
Define Q1 = {z € Q : v(x),v*(x),u(z),u*(x) € R} and note that Q\Q; is a
set of measure zero. We define

ha () = f(v*);f(v) _f(U*;-U) .

* *

o) = L9 _ o
and we set both to be zero otherwise. Note that since f and g are convex we
have that 0 < h; a.e. in Q and since (u,v) and (u*,v*) are weak solutions
we have h; € L'(2). Since f and g are strictly convex (either by hypothesis
or by Lemma 1, 6) and so we have h; different from zero on a set of positive
measure. Let y; be weak solutions of —Ay; = h; and —Ays = chs in
with zero boundary conditions and let —A¢ = 1 in  with ¢ = 0 on 0f2. By
Hopf’s Lemma there is some small € > 0 such that x1 > ¢ and x2 > €o¢
in 2. We now set

T € ),

T = 21 + €0 — X1, To = 22 + 0P — X2,

and note that 7; < z; in Q. A computation shows that 7 and 7 are weak
solutions of —A7; = f(z2) + e in Q@ and —Amn = o(g(z1) + ¢) in Q with
7, = 0 on 9€). Since z; > 7; one sees that 7; are weak supersolutions, in a
suitable sense (see the proof of the claim), of —Ar > f(72) + ¢ in Q and
—A7y > o(g(m1) + ) in Q with 7; = 0 on 9. We now use the following
claim which we prove in a moment.

Claim: There exists 0 < w; smooth such that

€ €
—Aw; = f(ws) + 3 —Awy = o(g(w) + 5) Q,
with w; = 0 on 0f). Let w; be as in the claim and pick a > 0 but sufficiently
small such that aw; < % and awy < US—d’ in €, which is not an issue since
w; is smooth. Set Wy = wy + aw; — % and Wy = wa + qws — %‘b Note that

w; < w; in Q and also note that a computation shows that
—Awy > (1+a)f(wz), —Awz>(1+a)og(wr) €,

where w; = 0 on 9€2. The maximum principle shows that w; > 0. Now one
uses a standard iteration argument to obtain a bounded solution, which is
smooth after applying standard elliptic regularity theory, to (P)1+a,a(1+a)
which contradicts the fact that we assumed A\* = 1. To finish the proof we
need only prove the claim and for this we switch notation slightly so as to cut
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down on the indices. Suppose that ¢ > 0 and we have 0 < ug, vy € L(Q) are
weak solutions of —Awuy = ko(z) and —Avy = ki(z) in Q with ug =v9 =0
on 9 where 0 < k; € LY(Q) and ko(x) > f(vo) +¢ and k() > a{g(ug) +¢c}
in Q. (I am using this somewhat restrictive notion of a weak supersolution
since this is sufficient for our needs; also note we are taking ug = 71 and
vg = 12). To prove the claim we need to now show the existence of bounded
solutions of —A% = f(0) + § and —A? = o(g(@) + 5) in Q with & =0 =0
on 0f). Let 0 < u < 1 be as promised from Lemma 1, 1 and then let k& be
from 1 (ii) of the same lemma. We let u; and v; for i = 1,2,3 denote weak
solutions of

—Auy = p(f(vo) +¢),  —Avi =po(g(uo) +e)
—Aug = p(f(v1) +¢), —Avy = po(g(ur) +¢€) Q,
—Aug = p(f(v2) +¢), —Avg = po(g(uz) +¢) €,

all with zero Dirichlet boundary conditions. By the weak maximum principle
we have that 0 < uz < uy < up < pug and 0 < vy < vy < vy < pyg in .
Let —A¢ =1 in Q with ¢ = 0 on 0. Let T' > 0 which we pick later. Note
that

—A(u1 +T¢) = T+ p(f(vo) +¢)

U1
T+ u(f (;) +e)

T+ p(Nf(o) —k+e)
T + pe — pk — Nep+ N(pf(v1) + pe)
T + pe — pk — Nep + N(—Aug)

v

AV

and so if we take T' big enough such that T+ pue — uk — Nep > 0 then we
have that Nuo < uq + T'¢ in Q. A similar calculation shows that

—A(v1 +T¢) > T + poe — uok — Npoe + N(—Awvy) Q,
and so by taking T larger if necessary we also have that Nvo < v1+T'¢ in (2.
Now since f and g are log convex we can write f(t) = e and g(t) = e72(®*)
where ~; is convex and increasing with ;(0) = 0. So we have that

F(ve) < ()

and note that
v +T¢ 1 1 T¢

71 ( N ) = 71(N01+(1 N)(N—l))
71(v1) 1 T¢
< 1N1 +(1—N)71((N_1))



and from this we obtain that

f('UQ)N S e’yl(m)e(N—l)’Yl(m) S f(vo)e(N—l)’Yl(%)’
which shows that f(ve) € LY(Q). A similar calculation shows that g(us) €
LY () and hence by elliptic regularity theory we have that us, v3 are bounded
and note that since ug < ug and vy < ve we see that they satisfy —Aug >
w(f(vsz) +¢) and —Avz > ou(g(us) + ¢€) in 2 and we can apply a standard
iteration argument to obtain smooth solutions u and v of —Au = u(f(v)+e)
and —Av = ou(g(u) +¢) in Q with u = v = 0 on 992. We now set 61 = pu
and o = pwv. Then a computation shows that

—A6 =4 (fv) +e) = p?(f(fj) +e) > f(d2) + g Q,

where the last inequality follows from Lemma 1, 1. A similar calculation
shows that

“AbZo(g)+3) @

and we now obtained the desired result after a standard iteration argument.

Case f and g satisfy (S). We now assume that f and g satisfy (S).
Everything carries through as in the previous case except for the proof of
the Claim. Suppose that we have weak supersolutions (u,v) of

—Au > f(v) +¢, —Av > o(g(u)+¢) Q,

with Dirichlet boundary conditions. Let 0 < g < 1 be as promised from
Lemma 1, 5. Set w = pu and ¥ = pw. The first thing to notice is that
u,v < g oa.e. in . A computation and Lemma 1, 5, show that (@, ) is a
weak supersolution (but bounded away from 1) of

~Au > f(7) + % ~AT > of{g(@) + g}, Q

and so we can now apply a monotone iteration to obtain the desired result.
This completes the proof of the of Theorem 3 part 1.

O
Proof of Theorem 3; part 2. It is known that u* is a weak solution
of (N)x« see [2]. In fact the extremal solution enjoys the added regularity,
f(u*) € L*(Q), see [11]. We now show that u* is the unique weak solution
of (N)x« and the proof is very similar to the proof of part 1 of the current
theorem and so we will be somewhat brief. If no boundary conditions are
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given in the following pde’s then it is understood they satisfy Navier bound-
ary conditions. We suppose that u is a second weak solution of ()« and
for simplicity we assume that A* = 1. By the minimality of u* we have
that v* < uw a.e. in Q and they differ on a set of positive measure. Set
z = “*2+“ and note that z is a weak solution of A%z = f(z) + h(z) in
where h(z) = 27H{f(u*) + f(u)} — f(2) on Qo := {z € Q: u*(z),u(z) € R}
and where h(z) = 0 otherwise. Again we have |Q\Qy| = 0 and note that
0 < h on €. Since f is strictly convex we have that h is positive on set of
positive measure. Let y be a weak solution of A%y = hin Q and A%¢ =1 in
2. By Hopf’s lemma (smooth out h if necessary) there is some € > 0 such
that —A(x —e¢) > 0 in Q and so the maximum principle shows that y > ¢
in ). Set 7 := z+ ¢ — x and note that 7 < z a.e. in 2. Also note that 7 is
a weak solution of A%27 = f(z) +ecin Q and so 7 > 0 a.e. in Q. Since z > 7
we see that 7 is a weak supersolution of A%r > f(7) + ¢ in Q.
Claim: there exists some smooth function 0 < w such that A*w = f(w)+ §
in Q.
Take o > 0 but small enough such that aw < % in Q2. Set w = w+aw— %
and note that w < w. Then we see that w satisfies A%w > (1+ ) f(w) in Q
and so w > 0 in ). Using the usual iteration argument shows the existence
of a smooth solution to A% = (1 + a)f(@) in Q which contradicts the fact
that A* = 1. The only thing left to show is the claim. The proof is very
similar to the proof of the analogous claim in part 1, so we omit the details.
O
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