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Abstract

We examine the elliptic system given by
—Au =P, —Av =4, in RY, (1)
for 1 < p < 6 and the fourth order scalar equation
A%y =uf, in RV, (2)

where 1 < 6. We prove various Liouville type theorems for positive
stable solutions. For instance we show there are no positive stable
solutions of (1) (resp. (2)) provided N < 10 and 2 < p < 6 (resp.
N <10 and 1 < ). Results for higher dimensions are also obtained.

These results regarding stable solutions on the full space imply
various Liouville theorems for positive (possibly unstable) bounded
solutions of

—Au =P, —Av =1’ in RV-1, (3)

with u = v = 0 on 9RY. In particular there is no positive bounded
solution of (3) for any 2 < p < # if N < 11. Higher dimensional results
are also obtained.
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1 Introduction

In this article we examine the nonexistence of positive classical stable solu-
tions of the system given by

—Au =P, —Av =1, in RY, (4)

where 1 < p < 6. We also examine the nonexistence of positive classical
stable solutions of the fourth order equation given by

Ay =uf in RY, (5)

where 6 > 1.
We now define the notion of a stable solution and for this we prefer to
examine a slight generalization of (4) given by

—Au = f(v)v —Av = g(u>7 in RNv (6)
where f, g are positive and increasing on (0, 00).

Definition 1. We say a smooth positive solution (u,v) of (6) is stable pro-
vided there exists 0 < (,x smooth with

—A¢ = f(v)x, ~Ax =g (u)¢ in RV, (7)
This definition is motivated from [40], also see (15).

Remark 1. Note that the standard notion of a stable positive solution of
A%y =u? in RN, is that

Jourt2 < [ (8)

for all v € CX(RN). For our approach we prefer to recast (5) into the
framework of (4). So towards this suppose 1 < 6 and 0 < u is a smooth
solution of (5). Define v := —Au. By [50] v > 0 and hence (u,v) =
(u, —Au) is a smooth positive solution of (4) with p=1. One now has two
options for the notion of the stability of (5). Either one views the equation
as a scalar equation and uses the standard notion (8), when we do this we
will say u is a stable solution of (5) or we view the solution as a solution of
the system and we use the notion defined in (7), when we do this we will say
(u,v) is a stable solution of (4) with p = 1. See Lemma 7 for a relationship
between these notions of stability.



We define some parameters before stating our main results. Given 1 <
p < 0 we define

pop+1)  [po(p+1) pﬂp+D
0+1 0+1 9+1

Y ) BN P LR pﬂp+D
0" 0+1 0+1 9+1

Properties of ¢, tar :
i)ty <1< tar and these inequalities are strict except when p =60 = 1.

ii) t7 is decreasing and ¢ is increasing in z := 2 pO(ptl) o lim, ooty = L.
0 0 0+1 0 2
We now state out main theorem.
Theorem 1. (Lane-Emden System)
1. Suppose 2 <p <0 and
4(0 +1
N<2+l—ilﬁ. (9)

pd — 1

Then there is no positive stable solution of (4). In particular there is
no positive stable solution of (4) for any 2 < p < 6 if N < 10; see
Remark 3.

2. Suppose 1 < p <0, 2ty < p and (9) holds. Then there is no positive
stable solution (u,v) of (4).

Theorem 2. (Fourth Order Scalar Equation) Suppose that 1 =p < 6 and

400+ 1)

N <2
* -1

t. (10)
Then there is no positive stable solution of (4). In particular there is no
positive stable solution of (4), when p =1, for any 1 <6 if N < 10.

We now turn our attention to the case of half space. Consider the Lane-
Emden system given by

—Au = P in Rj\_f
~Av = uf in RY, (11)
u = v=0 on 8Rf,

where 1 < p < 6.



Remark 2. This is an updated version of the original work which contained
results only regarding stable solutions on the full space. All results on the half
space, in particular Theorem 3, did not appear in the original work. Since
the original work appeared there have been many very nice improvements,
extensions and or related works. In [36] the range of exponents in Theorem
2 is improved. In [8] they examine (4) but without any stability assumptions.
They obtain optimal results regarding the existence versus nonexistence of
positive radial solutions of (4). In [21] the problem A%u = |u[P~tu in RN
1s examined. They give a complete classification of stable and finite Morse
index solutions (no positivity assumptions).

We now state our main theorem on the half space.
Theorem 3. (Lane-Emden System in RY )
1. Suppose 2 < p <0 and

40+ 1)
N-1<24+—t. 12
+ pe_ 1 0 ( )
Then there is no positive bounded solution of (11). In particular there
is no positive bounded solution of (11) for any 2 < p <6 if N < 11;

see Remark 3.

2. Suppose 1 < p <0, 2ty < p and (9) holds. Then there is no positive
bounded solution of (11).

Remark 3. We are interested in obtaining lower bounds on the right hand
side of (9), in the case where 2 < p < 0, and so we set f(p,0) := 4;&})755{.

We rewrite f using the change of variables z = pegf{l) to arrive at

f(p7z)=z4_pp <\/5+ M)

and the transformed domain is given by

D={(p,2):p>2 p*<z<p’+p}.

A computer algebra system easily shows that f > 8 0ondD. Note that pr >0
on D and so we have f > 8 on D which gives us the desired result.

We begin by recalling a second order scalar version of (4) and (5) given
by the celebrated Lane-Emden equation

—Au=u?, in RY. (13)



The Lane-Emden equation originates in astrophysics where it is used as a
model for the gravitational potential of a Newtonian self-gravitating, spheri-
cally symmetric, polytropic fluid. It is named after astrophysicists Jonathan
Homer Lane and Robert Emden. Moreover the Lane-Emden equation and
the parabolic version given by u; — Au = u? have played a central role in
the development of methods of nonlinear analysis in the last four decades.

It is known that there are no positive classical solutions of (13) provided
that N2

1<0< N9

and in the case of N = 2 there is no positive solution for any 6 > 1, see
for instance [6], [9], [32],[33]. This result is an optimal result. Another
reason that equation (13) is important is that it can be related to properties
of solutions of the same equation on bounded domains via the extremely
powerful method of rescaling. In particular a Liouville theorem related to
(13) implies apriori estimates of solutions of the same equation on a bounded
domain. The idea is that if one does not have the desired apriori estimate
they can rescale the functions and pass to limit to arrive at a positive solution
of (13) which would be a contradiction. See [6], [32] for details.

In [48] and [34] parabolic versions of (13) were examined and in partic-
ular they were interested in the asymptotics. They also obtained various
properties of solutions of (13) and in particular their results easily imply
that for N > 11 and 6 > 01, where 0, is the so called Joseph-Lundgren
exponent, there exists positive stable radial solutions of (13).

In [26] the equation

—Au = |u|’tu, in RY, (14)

was examined. They completely classified the finite Morse index solutions
of (14). It was shown there exists nontrivial finite Morse index solutions of
(14) if and only if N > 11 and 0 > 0.

In [51] the nonexistence of stable solutions of (5) was examined. It
was shown that there is no positive stable solutions of (5) provided either:
N<8orN>9and1 <6< % + en where e is some positive, but
unknown parameter. We also alert the reader to the work of [49], where
the nonexistence of stable solutions of A%u = f(u) in RY was examined for
general nonlinearities f. Many interesting results were obtained.

As mentioned above Liouville theorems are extremely useful for the ex-
istence of apriori estimates of solutions on bounded domains. The nonexis-
tence of nontrivial stable solutions of —Au = g(u) in RY is closely related



to the regularity of the extremal solution associated with

—Au=\f(u) in Qcc RV,
(@) { u=0 on 0f)

where A is a positive parameter and f(u) is a nonlinearity which is related
to g. Here the extremal solution u* is the minimal solution, ie. smallest
in the pointwise sense, of (Q)x~ where A* is the largest parameter A\ such
that (Q)x has a weak solution. The critical fact in proving the regularity
of u* in certain cases is the fact that u* is a stable solution of (Q)x«. See
[2, 3, 4, 5, 16, 18, 25, 31, 38, 39, 41] for results concerning (Q),.

We now examine some bounded domain analogs of (4) and (5). We begin
by examining

—Au = Af(v) Q
(P)ay —Av (U) Q,
u = v=0 01,

where Q is a bounded domain in RY and where f, g are smooth, positive in-
creasing nonlinearities which are superlinear at co. Set Q = {(A\,7y) : A,y >
0}, U:={(\,~v) € Q: there exists a smooth solution (u,v) of (P)y~},and
set T := dUN Q. Note T plays the role of the extremal parameter A* in the
case of the system. Using monotonicity one can define an extremal solution
(u*,v*) for each (A*,7*) € T.

To show the regularity of (u*,v*) we will need to use the minimality of
the minimal solutions to obtain added regularity. In [40] a generalization
of (P)x,, was examined and various properties we obtained. One important
result was that the minimal solutions (u,v) = (uy,vy) Were stable in the
sense that there was some nonnegative constant 7 and 0 < ¢,y € H(Q)
such that

A= M'(v)x+n¢, —Ax =g (w)+nx, inQ. (15)

It is precisely this result that motivates our definition of a stable solution of
(4). Until recently it was not known hot to utilize the stability of solutions to
obtain results regarding the regularity of the extremal solutions associated
with the system (P),, except in very special cases. For instance in [12]
results were obtained in the case of f(v) = eV, g(u) = e*. Very recently,
n [11], the regularity of the extremal solutions associated with (P)y , was
examined in the case of f(v) = (v+1)P and g(u) = (u+1)? where 1 < p < 6.
It was shown that the associated extremal solutions were bounded provided



condition (9) holds. In [17] the fourth order problem

A%u = M\f(u) Q,
(V) { u = Au=0 99,

where Q) is a bounded domain in RY was examined in the case where f(u) =
e* and f(u) = (u+1)?. In the case of f(u) = e¥, the previous best known
result was from [13] where it was shown that u* was bounded provided
N < 8. In [17] this was improved to N < 10 but this still falls far short of
the expected optimal result of N < 12 after one considers the results of [20]
on radial domains.

Remark 4. Two weeks after this work was made available online we received
the manuscript [24] where they also use this new idea of system stability for
a scalar equation, see Lemma 2 in [17] or Lemma & in the current work.
They examined (N)x and (5) in the case where the nonlinearity is given by
f(u) = e*. In the case of the bounded domain they obtained an optimal
result.

In [17] we showed the extremal solution associated with (V) in the case
of f(u) = (u+ 1)? is bounded provided condition (10) holds. Again these
were major improvement over the best known previous results, again from
[13], but fall short of the expected optimal results, see [22] for the radial
case. For more works related to (N)y see [1, 7, 14, 35].

Note that our results in the current work are expected after viewing the
recent works on the regularity of the extremal solutions on bounded domains.
It should be noted that even if this is to be expected, these results are not
straightforward adaptions of the regularity results on bounded domains. We
finish off by mentioning three related works on systems. The first two results
[29, 28] deal with elliptic systems and stability. The third work, [30], has
many results. One of the results is the nonexistence of nontrivial stable
solutions of

—Au = |z|*P, —Av = |z[fuf in RY,

under certain restrictions of the involved parameters. For this result the
methods developed in the current work are extended to handle the case of
nonzero « and .

1.1 The half space

We are also interested in Liouville theorems related to positive bounded
solutions of (11). There has been much work done on these and related



equations see, for instance, [10, 37, 23, 42, 45]. The best known result to
date regarding a Liouville theorem for positive bounded solutions of (11) is
given by [42]. Theorem 3 improves this non existence result.

1.2 A brief outline of the approach

Here we give a brief outline of the approach we take. Suppose (u,v) is a
smooth positive stable solution of (4) with 2 < p < 6. We begin by showing
that stability implies

\/pe/u%lv”zl& < /|V¢>|2,

for all ¢ € C°(RY). Using as a test function ¢ = v’y where v € C°(RY)
and using the pointwise comparison (6 + 1)vP™! > (p+ 1)u®*! in RV, which
holds without stability; see [47], we obtain an inequality roughly of the form

[z <an [ (16)

for all t; <t < tJ. One also has the following integral estimates, see [43]
2(p+1)
/ v < ORN 2T (17)
Br

which also holds without the stability assumption. As a first attempt we
assume that t; < § < tar and so we can take 2t = p in (16) and we assume
that 0 <~y <1 with v = 1 in Bg and is compactly supported in Bop. We
then use (16) and (17) to see that

C _4_ 2+
/ uoP~1 < = P < CRN =4 %51 ,
Br R Bagr

for all R > 0. Provided this exponent is negative then we get a contradiction
by sending R — oco. Note this implies there is no positive stable solution of
(4) for N < 4 for any 2 < p < 6. Now since we expect v to decay to zero at
oo one would expect to obtain better results if we can choose t > g. To do
this we examine the elliptic equation which v? satisfies and we use L' elliptic
regularity theory along with (16) and (17) to obtain integral estimates on
P for 1 < a < % We can iterate this procedure, as long as the range of ¢
in (16) allows, looking at increasing powers of v to obtain integral estimates
of v for higher powers. These higher power integral estimates allow one to
obtain better results.



Acknowledgment. We would like to thank Philippe Souplet for bringing
to our attention the work [44]. In a previous version of this paper we had
needed to assume that either: 2 < 0 or u is bounded in Lemma 2.

2 Proof of Theorem 1 and 2.

We begin with some integral estimates which are valid for any positive so-
lution of (4).

Lemma 1. [43] Suppose (u,v) is a positive solution of (4) with 1 < p < 6.

Then
N—2— 2(p+1)

/ W <CR po—1
Br

_9_2(0+1)
/ u9§CRN =0T
Br

A crucial ingredient in our proof of Theorem 1 is given by the following
pointwise comparisons.

Lemma 2. 1. [44], [47] Suppose that (u,v) is a smooth solution of (4)
and 1 <p<0. Then

(0 + 1)oPtt > (p+ 1)u?*! in RV, (18)

2. [51] Suppose that u is a smooth stable solution of (4) with 1 =p < 6.
Then there exists a smooth positive stable bounded solution of (4),
which we denote by 4 and which satisfies

0 +1)9% > (p+ Datt in RN, (19)
where v := —Au > 0.

Remark 5. When attempting to prove the monexistence of positive stable
solutions (u,v) of (4), in the case p =1, we can use the above lemma 2) to
assume that u is bounded.

The following lemma transforms our notion of a stable solution of (4) into
an inequality which allows the use of arbitrary test functions. A bounded
domain version of this was proven in [11] but we include the proof here for
the readers sake. We remark that this result was motivated by a similar
result in [15].



Lemma 3. [11]
Let (u,v) denote a stable solution of (6). Then

/ Vg W < / Vo (20)

for all p € C(RY).

Proof. Let (u,v) denote a stable solution of (6) and so there is some 0 < ¢, x
smooth such that

TAG ey X TAX a6 1 RN
R f(fu)g, X g(u)x, in R¥Y.

Let ¢,1 € C°(RY) and multiply the first equation by ¢? and the second
by 12 and integrate over RY to arrive at

X ¢
[rw¥es v, [qwie< [1vup
¢ X
where we have utilized the result that for any sufficiently smooth F > 0 we

have AE
— 2 < 2
[ =5 < [ver

for all ¢ € C°(R™). We now add the inequalities to obtain

/ (P )6 +

/ 2 C 2 2
L () < / Vo + Vo (21)

Now note that

2/ TG00 < 2f ()6 + 50/ (u))?,

for any t > 0. Taking 2t = X(( )) gives

2/ F0)g@ow < (F'(0)6%)% + (¢ () <,

and putting this back into (21) gives the desired result after taking ¢ =
. O

For integers k > —1 define Ry := 2¥R for R > 0.

10



Lemma 4. Suppose (u,v) is a smooth, positive stable solution of (4) satis-
fying the hypothesis from Lemma 2. Then for all ty <t < tg there is some

Cy < 0o such that
C /
0, 2t—1 t 2t
u'v < v,
/BRk 2P R? |

Ri1q

for all 0 < R < .

Proof. Let (u,v) denote a positive smooth stable solution of (4). Let ~
denote a smooth cut-off function which is compactly supported in Bg,_,
and which is equal to one in Bg,. Put ¢ := v’y into (20) to obtain

\/pﬁ/vpglu%lv%’f < t2/v2t2\vm272+/ 02t|V72+2t/v2t17V1}-V7.
We now re-write the left hand side as
ﬁpe/u%lvpglvmlvzj

and we now use the the pointwise bound (18) to see the left hand side is
greater than or equal to

pd(p+1) wp2t-1y2
T0+1

and hence we obtain

0 1
pe(p++1 )/uevzt_lq/Q < t2/th_2]Vv]2’y2+/v2t\V’yl2+2t/v2t_1'va-V’y.

Multiply —Av = u? by v¥~ 142 and integrate by parts to obtain, after some
rearrangement

t2 2t 2|VU| t2 u@,UQtfl 2 2t2 ,U2t71 VU . v
T T T v v

We now use this to replace the first term on the right in the above inequality
to obtain

po(p+1) £ /02t1 2 /Qt 2 -1 /2t 2
< o+1  2a-1) )" T IV 5y ) ALY,

and from this we easily get the desired result after considering the support
of v and how |V~|? and A~ scale.

O]

11



In what follows we shall need the following result, which is just an L'
elliptic regularity result with the natural scaling.

Lemma 5. For any integer k > 0 and 1 < a < % there is some C' =

C(k,a) < oo such that for any smooth w > 0 we have

1
/ wedz | < CRZHNG-D /
Br, B B

We give a brief sketch of the proof even though the result is well known.

|Aw| +C’RN(21_1)/ w.

B

Rpy1 Bry1

Proof. After a scaling argument it is sufficient to show there is some C' > 0

such that )
(/ wada:> ‘<o |Aw|+C [ w,
B1 Bs Bs

for all smooth nonnegative w. Let 0 < ¢ < 1 denote a smooth cut off with

¢ = 1in B; and compactly supported in B3 and set v = w¢. Then note that
2

L! elliptic regularity theory gives ||v|| Le(By) < Cl|Av|[1(p,) and writing this

out gives

HwHLa(Bl)gcf Aw| + C w+C’/ Y,
B2 B> B%

where C' is a changing constant independent of w. To finish the proof we

just need to control the first order term on the right. We decompose w as

w = wi + wg where Aw; = Aw in By with w; = 0 on By and where wo

is harmonic in By with wy = w on 0By. Then by elliptic regularity theory

IVwillpipy) < CllAw|1(p,) and since wsy is harmonic ||[Vwal|pi(p,) <
2

Cllwz|[£1(B,)- Combining these results gives

/ |Vw\§C/ |Aw|—|—C’/ w+C/ |wi ],
B% Bo Ba Bo

and the last term on the right can be controlled by [|Aw||;1(p,). Recombin-
ing the results completes the proof.
O

We will bootstrap the following result which is the key to obtain higher
integral powers of v controlled by lower powers and, as mentioned in the
brief outline, this is key in obtaining better nonexistence results.

12



Proposition 1. Let (u,v) denote a positive stable solution of (4) with 1 <
p < 0. Then for all 1 < a < %, tg <t< tg and nonnegative integers k
there is some C < oo such that for all R > 1 we have

/ 2 < OR=(™Y / IR (22)
Bpg, BRyys

Proof of Proposition 1. Let ¢ and « be as in the hypothesis. Set w = v?

and note that
|Aw| < 26(2t — 1)v* 2| Vo|? + 20010,

and also note that 2¢ — 1 > 0 after considering the restrictions on ¢. From
Lemma 5 we have

1
/ p2te < CtRQ”LN(é_l) / U2t—2|vv|2
B, B

Br41
_i_CtRZJrN(é—l) o210
Bri i,
+CRNGD v, (23)
BRk+1

We begin by getting an upper bound on the gradient term. Let ¢ denote
a smooth cut off with ¢ = 1 in Bg, , and compactly supported in Bg,_,.
Multiply —Av = u? by v#~1¢? and integrate by parts and apply Young’s
inequality to arrive at an inequality of the form

/UQt—2’v1)|2¢2 < C/u9v2t—l¢2+c/,02t‘v¢|2’

and after considering the support of ¢ and how |V¢|? scales with respect to
R we obtain

J

Putting (24) into (23) gives

1
/ ,UQtOt SCRN(;—I)-‘FQ/ UG'UQt_l‘FCRN(i_l)/ U2t. (25)
B, B B

Riy2 Riy2

C
v2t_2\V1}]2 < C’/ w1 4 2/ v2t, (24)
B R Bry,,

Rrt1 Ryo

13



We now use Lemma 4 to eliminate the first term on the right hand side of

(25) to obtain
1
/ p2te < CRN(;—U/ U2t’
Br, B

Ri43

and the proof is complete after raising both sides to the power %
O
If one performs an iteration argument of the above result and pays some
attention to the allowable range of the various parameters they obtain the

following.

Corollary 1. 1. Suppose (u,v) is a smooth stable positive solution of (4)
2Ntd

satisfying the hypothesis of Theorem 1. Suppose 1 < p < 8 < J=%.

Then there is some integer n > 1 and C < co such that
1 1
3 p
(/ uﬁ> " < ocRVG) / ) (26)
Br Bry,,

2. Suppose that (u,v) is a stable smooth positive solution of (4) with
p=1. Forall2 < B < %tg there is some C' < oo and integer n > 1

such that
% 1 1 %
(/ vﬁ> <CRNG2 / v, (27)
Br By,

for all R > 1.
Proof of Corollary 1. Let ¢, <ty < tg and let 1 < o, < % and define
tr+1 = apty. Iterating the result in Proposition 1 one obtains

1 1
2tnan 5
/ v < CRr* ) (/ UQtO) YL@
B Br

for all R > 1 and all positive integers n provided t, < tg . By suitably

picking the oy for & < n —1 we see that 2t,«,, can be made arbitrarily close

2
to 2]\],\[5% . Note that when one performs the iterations that the powers of R

form a telescoping series and only the first and last terms don’t cancel.

for all1 < R.

Rgn

14



We now separate the cases. We first deal with case 1) and recall we are
assuming the hypothesis from Theorem 1. So we either take 2 < p < 8 and
one can then show by a computation that t; < £ or we don’t assume p > 2
but we then, by hypothesis, assume t; < £. Also a computation shows that
B < tJ. This allows one to pick ¢y = 5. With this choice of ¢ and provided
the above conditions hold on ag, t; then (28) gives

2t 1a 1
2t o Y- g
p=inon < CR?Z‘than " »p VP
BR3n Br

This gives the desired result after considering the above comments on how
big 2t,a,, can be. One should note that we will only be interested in the
case of 8 close to %tj .

We now examine 2). In this case we follow exactly the same argument as
part 1) but we now take ¢y = 1, which is allowed since ¢, <1 < tg . Putting
to = 1 into (28) gives the desired result.

O
Completion of the proof of Theorem 1. Suppose (u,v) is a smooth

positive stable solution of (4) and the hypothesis of Theorem 1 are satisfied.

+
Let p < B < ZJ\J,V_t% Combining Corollary 1 1) and Lemma 1 there is some

C < oo such that

1

(/ Uﬁ>ﬂ < CRN(%*%)+%(N—27%)7
Br

for all R > 1. If this exponent is negative then after sending R — oo we
obtain a contradiction. Note the exponent is negative if and only if we have
20+1)8
pd—1 "7
and after considering the allowable range of 3 we obtain the desired result.
O

We now examine the case of the scalar equation; p = 1. Critical to our
approach in the following result:

N <

Lemma 6. [51] Suppose that (u,v) is a stable smooth positive solution of
(4) with p=1. Then by Lemma 7, u is a positive stable solution of (5) and
then the results of [51] imply there is some C < 0o such that

_8
/ v? < CRN_4_9—1,
Br

for all R > 0.

15



To complete the proof of Theorem 2 we combine Corollary 1 2) and
Lemma 6 and argue as in the proof of Theorem 1. Our final result relates
the usual notion of stability for the scalar equation to the systems notion of
stability.

Lemma 7. Suppose (u,v) is a positive stable solution of (4) with 1 =p < 6.
Then w is a stable solution of (5).

Proof. Let (u,v) be as in the hypothesis. By definition there are smooth
positive functions ¢, x such that —A¢ =y, —Ayx = 6u?"1¢ in RY. Let
~v be smooth and compactly supported. First note that —A( > 0 and
A%¢ = 6u?~1¢ and so we

Jourir = [arerey
— [ acanic
= 2/ACC|V7\2+2/AC<7M

2 2 2
PAVE [Py

+2 [ (a0

where V. Ve
I=—4 [ (A~ Y5
i+ [aon;

Using Young’s inequality and the fact that —A{ > 0 we see that
A 2 2 QA
] < _2/ ¢V _2/7 IVC;I ¢
¢ ¢
Using this upper bound we see that
A AC)?
/9u9172 <2 VCCAV_/( gg) 42,

and this is bounded above, after using Young’s inequality again, by [ (Av)?,
which is the desired result.

O

3 Results on the half space

In this section we are interested in Liouville theorems on the half space.
For notational convenience all integrals will be over Riv unless otherwise
indicated.

16



Our first result shows that monotonic solutions on the half space satisfy
the stability like inequality given by (20) but in fact note we prove slightly
more. The test functions need not be zero on the boundary of R_]X .

Lemma 8. Suppose f,g are sufficiently smooth, positive increasing nonlin-
earities on (0,00) with f(0) = g(0) = 0. Suppose (u,v) is a positive solution
of —Au = f(v), —Av = g(u) in Rf which satisfies gy, vy > 0 in RY.

Then
Vg e < / VOP Ve e CERY),
RY RY

Note the test functions need not be zero on 8Rf.

Proof. By taking a derivative in zy of (3) we see that —Aug, = f'(v)vzy
and —Avg, = ¢'(u)uyy in RY. Let ¢ € CZ(RY) and multiply the first

equation by fi and the second equation by fi (and note by Hopf’s Lemma

that ug,, vz, > 0 on 6Rf) and integrate over the half space to obtain

/ 2
/ fvan ™ _ / V(uey) - V($*u, ) — Oty (D11 ),
Ug ORY
g (u)ug, ¢? B 2 1 2,—1
/U:EN B /V(UxN) -V( UmN) B /8Rf Ovvan (0 UQCN)’

where Jv is the outward pointing normal. We first examine the boundary
integrals. Note that 0,uz, = —uzyz, and from the fact that u, v are suffi-
ciently regular to the boundary we see that —tgyazy = f(0) + S0 ) Usya,
on Rf . Now note that by the assumption of f and the boundary condition
on u we see that we must have uz ., = 0 on QRf and hence the boundary
integral is zero. Similarly one shows the other boundary integral is also zero.
We then use Young’s inequality on the integrals involving the gradients and

add the results to see that

/<f/(’U)UIN + g/(u)u$N> ¢2 < 2/|V¢’2
Ug Vg

We then use the argument from Lemma 3 to obtain the desired result.

An alternate proof can be given by extending the solutions and the nonlin-
earities to RY, using odd extensions. One then has that (u,v) is a monotonic
solution of the extended problem on RY and hence is stable. Fix ¢ to be a
smooth and compactly supported function in Rf but we allow ¢ to be non
zero on the boundary and then extend ¢ to all RY using an even extension.
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The extension is a sufficiently regular test function which can be inserted
into (20) and this gives the desired result after writing all the integrals over
the half space. O

Proof of Theorem 3. Suppose (u,v) is a bounded positive classical so-
lution of (11). By a moving plane argument, see [19, 46] one has g, vz, > 0
in Rﬁ\_f. For x € RY we write z = (2/, ) and we now define, for each t > 0,
up(r) = u(z',zy +t) and v (x) = v(2/,zn +1t) for z € RY. Note that ug, vt
are monotonic solutions of (11) in RY but without any assumptions on the
boundary values. Using the same argument as in the proof of Lemma 8 one
can easily show that

N / 0T < / VP2, Ve C(RY). (20)

Now note that since u and v are bounded, monotonic and positive we see
that
wi(2) == lim uy(x), wa(z) = lim v (z),

defined in RYN~! are positive bounded solutions of
—Awy = wh, —Awy = wl, in RN-1, (30)

To complete the proof we will show that w1, wo preserve some of the stability
properties of the solutions on the half space. We won’t show wi,ws are
stable solutions but we will instead show that wy,ws satisfy the stability
like inequality given by (20) on RN¥~1. One can then apply Theorem 1 (note
the only place stability is used in the proof of Theorem 1 is to obtain (20)).

Let ¢1 € C®(RN71) and let 0 < ¢ < 1 be smooth and compactly
supported in (R,4R) C R where R > 1 with ¢p = 1 in (2R,3R). Note
there is some positive finite C' such that |¢'(zy,)| < % for all R > 1 and
xy € (R,4R). Define ¢(z) = ¢1(2')dr(xn) and putting ¢ into (29) and
using the fact that us(z) > u(2’,t) and similarly for v shows (after writing
the integrals as iterated integrals then using some algebra) that

NG o(@ ) u(e 1) T o ()2 < / Vn (/) 2da’
RN—1

RN-1
+Tg / |p1 (2)|?da’
RN-1

where

Ty — J IVor(zN)Pdzy
" fR or(zn)?deyn
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One easily sees that T — 0 as R — oo and so sending R — oo and then
sending t — oo gives the desired result. O

We now give some comments on the above proof. Firstly, this idea
of relating a monotonic problem on the half space to a problem in one
dimension lower on the full space has been used by many authors. A key
step in the above argument is to show the problem in RY~1 is stable. We
first learned of this idea of showing the limiting solution is stable in the
recent work [27] where the context was a quasilinear scalar problem. After
examining the literature we realized this result is contained in [51] where
they are examining a biharmonic problem.
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