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Abstract
We examine the fourth order problem A%u = Af(u) in Q with Au =
u = 0 on OF), where A > 0 is a parameter, () is a bounded domain
in RY and where f is one of the following nonlinearities: flu) = e*,

flw) = A+ w? or f(u) = ﬁ where p > 1. We show the extremal
solution is smooth, provided

N <2+44V2+41/2-V2~10.718 when f(u) = e,
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when f(u) = (u + 1)?. New results are also obtained in the case where
f(u) = (1 —u)~P. These are substantial improvements to various results
on critical dimensions obtained recently by various authors. We view the
equation as a system and then derive a new stability inequality, valid for

minimal solutions, which allows a method of proof which is reminiscent
of the second order case.
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1 Introduction

We examine the problem

A%y = A\f(u) in
(M) { u=Au=0 on 09,

where A > 0 is a parameter, Q is a bounded domain in RN, N > 2, and
where f is one of the following nonlinearities: f(u) = e*, f(u) = (1 4+ u)? or
flu) = ﬁ where p > 1. We are interested in obtaining regularity results
concerning the extremal solution u* associated with (IN)x«.

The nonlinearities we examine naturally fit into the following two classes:

(R): f is smooth, increasing, convex on R with f(0) =1 and f is super-
linear at oo (i.e. lim flw) = 00);
u—oo U
(S): f is smooth, increasing, convex on [0, 1) with f(0) = 1 and li/‘m1 flu) =

—+00.

Before we discuss some known results concerning the problem (N) we recall
various facts concerning second order version of the above problem.

1.1 The second order case

For a nonlinearity f of type (R) or (S), the following second order analog of
(N)» with Dirichlet boundary conditions

—Au=Af(u) in
(@)a { u=20 on 0N

is by now quite well understood whenever §2 is a bounded smooth domain in
RY. See, for instance, [4, 5, 6, 17, 20, 24, 25, 29]. We now list the properties
one comes to expect when studying (Q)».

e There exists a finite positive critical parameter A* such that for all 0 <
A < A* there exists a minimal solution uy of (Q),. By minimal solution,
we mean here that if v is another solution of (@), then v > uy a.e. in .

e For each 0 < A < A\* the minimal solution u) is semi-stable in the sense
that

/ M (un)p?de < / \VyPde, V¢ € H)(Q),
Q Q
and is unique among all the weak semi-stable solutions.

e The map A — uy(x) is increasing on (0, \*) for each z € Q. This allows
one to define u*(x) := limy ~x~ ux(z), the so-called extremal solution,
which can be shown to be a weak solution of (Q)x~. In addition one can
show that u* is the unique weak solution of (Q)x-. See [24].



e There are no solutions of (@) (even in a very weak sense) for A > A*.

A question which has attracted a lot of attention is whether the extremal
function u* is a classical solution of (Q)x~. This is of interest since one can then
apply the results from [15] to start a second branch of solutions emanating from
(A*,u*). Note that in the case where f satisfies (R) (resp. (S)) it is sufficient,
in view of standard elliptic regularity theory, to show that «* is bounded (resp.
supg u* < 1).

The answer typically depends on the nonlinearity f, the dimension N and
the geometry of the domain 2. We now list some known results.

e [15] Suppose f(u) =*. If N < 10 then u* is bounded. For N > 10 and Q
the unit ball u*(z) = —2log(|z|).

e [6] Suppose f satisfies (R) but without the convexity assumption and € is
the unit ball. Then uv* is bounded for NV < 10. In view of the above result
this is optimal.

e On general domains, and if f satisfies (R), then u* is bounded for N < 3
[29]. Recently this has been improved to N < 4 provided the domain is
convex (again one can drop the convexity assumption on f), see [5].

e [20] Suppose f(u) = (1 —u)~2. Then supyu* < 1 for N < 7 and in the
case of the unit ball u*(z) = 1 — |z|3 for N > 8.

In the previous list, we have not considered the nonlinearity f(u) = (u+1)?,
p > 1, since many of the formula’s become a bit cumbersome.

1.2 The fourth order case

There are two obvious fourth order extensions of (@) namely the problem (V)
mentioned above, and its Dirichlet counterpart

(D) { A%y = \f(u) in

u=0,u=0 on 09,

where 0, denote the normal derivative on 9. The problem (Q), is heavily
dependent on the maximum principle and hence this poses a major hurdle in
the study of (D), since for general domains there is no maximum principle for
A? with Dirichlet boundary conditions. But if we restrict our attention to the
unit ball then one does have a weak maximum principle [3]. The problem (D)
was studied in [1] and various results were obtained, but results concerning
the boundedness of the extremal solution (for supercritical nonlinearities) were
missing.

The first (truly supercritical) results concerning the boundedness of the ex-
tremal solution in a fourth order problem are due to [16] where they examined
the problem (D) on the unit ball in RY with f(t) = e*. They showed that the



extremal solution u* is bounded if and only if N < 12. Their approach is heav-
ily dependent on the fact that € is the unit ball. Even in this situation there
are two main hurdles. The first is that the standard energy estimate approach,
which was so successful in the second order case, does not appear to work in
the fourth order case. The second is the fact that it is quite hard to construct
explicit solutions of (D), on the unit ball that satisfy both boundary conditions,
which is needed to show that the extremal solution is unbounded for N > 13.
So what one does is to find an explicit singular, semi-stable solution which sat-
isfies the first boundary condition, and then to perturb it enough to satisfy the
second boundary condition but not too much so as to lose the semi-stability.
Davila et al. [16] succeeded in doing so for N > 32, but they were forced to use a
computer assisted proof to show that the extremal solution is unbounded for the
intermediate dimensions 13 < N < 31. Using various improved Hardy-Rellich
inequalities from [21] the need for the computer assisted proof was removed in
[27]. The case where f(t) = (1 —t)~2 was settled at the same time in [12],
where we used methods developed in [16] to show that the extremal solution
associated with (D)) is a classical solution if and only if N < 8.

We now examine the problem (N),. The Navier boundary conditions allow
for a maximum principle and hence many of the results that hold for (@), also
hold for (N). We now list some basic properties and give a few definitions.
See [2, 7] for more details.

Definition 1. Given a smooth solution u of (N)y, we say that u is a semi-stable
solution of (N)x if
[arwear< [@aopan, voe m@n @) 1)

Definition 2. We say a smooth solution u of (N)x is minimal provided u < v
a.e. in Q for any solution v of (N)y.

We define the extremal parameter \* as

A* :=sup {0 < A : there exists a smooth solution of (N)y}.
It is known, see [2, 7, 22], that:
1. 0 < A < o0

2. For each 0 < A < \* there exists a smooth minimal solution uy of (N),.
Moreover the minimal solution u) is semi-stable and is unique among the
semi-stable solutions.

3. For each z € Q, A — uy(z) is strictly increasing on (0, \*), and it therefore
makes sense to define u*(x) := limy »x~ ux(x), which we call the extremal
solution.

4. There are no smooth solutions for A > \*.



It is standard to show that u* is a weak solution of ()~ in a suitable sense
that we shall not define here since it will not be needed in the sequel.

We now examine some known results for the regularity of the extremal so-
lution. If the domain is the unit ball, then again one can use the methods of
[16] and [12] to obtain optimal results in the case of f(t) = (1 —¢)~2 (see for
instance [18] and [28]). For general domains the regularity of the extremal so-
lution was limited to subcritical and critical nonlinearities, see [2, 22, 18]. This
was improved in [11] to include a range of supercritical nonlinearites. We now
list the results from [11]. Suppose Q a bounded domain in RY,

e Suppose f(t) = €' or f(t) = (¢t + 1)? for any 1 < p. Then u* is bounded
for N <8.

e Suppose f(t) = (t + 1)? where 1 < p and N < 8” . Then u* is bounded.
e Suppose f satisfies (R) and N < 5. Then u* is bounded.

e Suppose f(t) = (1 —¢)77 where 1 <p # 3 and N < 7. Then supg u* <
1.

Various other results were obtained provided f, f’, f” satisfy various constraints.

These are major improvements over the subcritical and critical results but these

are still far from being optimal after one considers the results when € is a ball.
We give a very brief outline of the proof used to prove the results from [11].

Firstly assume that v is a smooth minimal solution of (V).

Step 1. Test (1) on ¢ := Au and integrate by parts. One then sees the highest

order terms cancel and one is left with

/f” —Au)|Vul* < )\/f

The second key step is to obtain a pointwise lower estimate on —Awu and
then one puts this back into the inequality from step 1 to obtain a useable
estimate. The next theorem gives the pointwise lower estimate. We remark
that this result is inspired by [30].

Theorem. A [11]. Suppose u is a solution of (N)x and g is a smooth function
defined on the range of u with f(t) > g(t)g'(t) and g(t),g'(t),g"(t) > 0 on the
range of u with g(0) = 0. Then

—Au > VAg(u) in Q. (2)

Proof. Define w := —Au — \F)\g(u) and so w = 0 on 0 and a computation
shows that

—Aw + VAg (w)w = Alf(u) — g(u)g (w)] + VAg" ()| Vul>  in Q.

The assumptions on g allow one to apply the maximum principle and obtain
that w > 0 in Q.
O



Note that g(u ( fo -1 dt) satisfies the hypothesis of Theorem
A and this was used in [11] to obtaln results regarding arbitrary nonlinearities
f. In the current work we don’t examine arbitrary nonlinearities and rather
than use this general formula for the pointwise bounds we prefer some slightly
different choices of g.

There have been two works [32, 31] that improve on some of the results from
[11]. In both works the main interest was in the existence of nontrivial stable
solutions of A%y = u? in RY. As a byproduct they obtained improved regularity
results concerning ()« in the case where f(u) = (u+ 1)P which we now state.

e [32] For each 9 < N < 19 there is some ey > 0 such that the extremal
solution associated with (V) is bounded provided 1 < p < % +en.
One does not have estimates on €.

e [31] For each N > 20 the extremal solution associated with (N)x- is
bounded provided

*

N4'

l<p<1l+4

Here py stands for the smallest real root which greater than % of the
following equation:

512(2 — N)a® + 4(N3 — 60N? + 670N — 1344)2°

—2(13N? — 424N? + 3064N — 5408)z* 4+ 2(27N? — 572N? 4 3264N — 5440)2>
—(49N?3 — 7T72N? 4+ 3776 N — 5888)2% + 4(5N® — 66 N2 + 288N — 416)x
—3(N3 — 12N? + 48N — 64) = 0

2 New approach

The main idea of this work is to view (N), as the system

—Au=wv in
(N5 —Av = \Af(u) on 99,
u=v=0 on 0,

and then to use the results from [26] to derive a new stability inequality which
gives improved estimates on minimal solutions. We mention that there have
been a few works which use the results from [26] to obtain a stability like in-
equality for minimal solutions of various systems. In [10] a stability like in-
equality was obtained, using [26], which was useful for showing regularity of
the extremal solutions associated with —Au = Ae¥, —Awv = ~e“. This new
approach is motivated by portions of [13] and [19].
The result from [26] we use is:



Theorem. B [26]. Suppose (u,v) is a smooth minimal solution of —Au =
VG (u,v), —Av = AF(u,v) in Q with u = v =0 on IN. Here F(u,v),G(u,v)
are positive nonlinearities which are increasing in u and v. Then there is some
n >0 and 0 < ¢,9p € H}(Q) such that

—A¢ =1Gud +1Gu + ¢, —AYp =AFp+ AR+ in Q.
We now state the general stability inequality we use.

Lemma 1. Let (u,v) denote a smooth minimal solution of the system from
Theorem B. Then

/7Gua2+AFUBQ+2\/7)\/\/FUGU(16 < /\Va|2+/|vm2,

for all a, B € H}(Q).
Proof. We rewrite the result from the above theorem as

—A G, —A AF,
TR0 G, 4+ 1Y vy Mud
¢ ¢ (G (G
and we multiply the first equation by a? and the second equation by 32 where
a, B € C*(Q) and add the equations and integrate over 2 to obtain

+ AFy,

2 2 2 ¥ 29 2 2
/vGua + AR, +/vaa RS s/|Va| +/|Vﬁl B

where we used the fact that for any sufficiently regular function £ > 0 we have

—AF
/T’IUQ < /lV’LUI2,
for all w € C°(Q).

We now find a lower estimate for the second integral. For this note that
some simple calculus shows that at + % > 2vab for all t > 0 and any a,b > 0.

So we have
'vaa2$ + )\Fuﬁz% > 2/ MW F.G, aB.

Using this bound one gets the desired result. O

We remark that inequalities similar to (3) were used in [10] but the new
ingredient here is given by the above approximation. This new approximation
allows us to handle systems that the previous method could not be used for.

One should note that the system (N')) does not exactly fit into the above
framework since G(u,v) = v. One could slightly adjust the proof from [26] but
we choose not to do this and we take a slightly different approach to get a similar

result. Let uy denote the minimal solution of (N)y and set vy := —Auy. Then
u), vy are increasing in A and so taking a derivative in \ gives



where ¢ := O\uy ¥ := J)\v). Note that ¢,y > 0 by monotonicity and are
positive by the maximum principle. We can now proceed as in Lemma 1 to
obtain a stability inequality valid for minimal solutions of (IV), given by

Corollary 1. Let 0 < A < A* and u) denote the minimal solution of (N)j.

Then
Vi [ Vit < [ (9o, (5)
for all ¢ € HY(Q).

This inequality coupled with pointwise estimates on v := —Au from [11] (see
Theorem A above and Lemma 2) will be the main tools we use to obtain new
energy estimates valid for the extremal solution associated with ().

‘We mention that the ideas of this work are extended to show the regularity
of the extremal solutions of a Lane-Emden type system on bounded domains,
see [9]. These ideas are also extended to show some Liouville type theorems for
both fourth order scalar problems and a Lane-Emden type system, see [8].

3 Main results

We now give our main results. 2 will always denote a smooth bounded domain
in RV, Our first result deals with the well known examples of f which satisfy

R).
Theorem 1. Suppose f(u) = e* and

N < 2+4V2 4+ 44/2 — V2 ~ 10.718.

Then the extremal solution u* associated with (N)y~ is bounded.

Theorem 2. Suppose f(u) u+ 1)P where 1 < p and
N 1
< +P + ,/ h(p).
4 p— P + 1 p + 1 P + 1
Then the extremal solution u* associated with (N)x» is bounded.

Note that h(p) is decreasing in p on (1,00) and

lim 4h(p) =2+ 4V2 +41/2 — V2 = 10.718...

p—00

Theorem 3. Suppose f(u) where 1 < p # 3 and

_ 1
= Twr

N p /
— <
4 p+1 p—l—l

Then the extremal solution u* associated with (N)x» satisfies supg u* < 1.




Remark 1. o f(u) =e". From Theorem 1 we have u* bounded for N < 10.
Previously u* was only known to be bounded for N < 8, [11]. On the ball
u* is bounded if and only if N < 12, see [16], and so it is expected u* is
bounded for N < 12 on general domains.

If one examines the proof from [16] the importance of the radial domain
is limited to the following property: there exists some xg € Q such that
maxq uy = ux(xg) for all 0 < X\ < X\*. This property is known to hold for
domains ) which are symmetric across each hyperplane x; = 0 and which
are convex along the coordinate axis; use the Moving Plane Method or one
can use an stability argument. In any case u* is bounded for N < 12
provided the domain ) satisfies the above conditions.

o f(u) = (u+1)P. From [11] we know that the extremal solution is bounded
provided % < 1%. One can show that p2Tp1 < h(p) for allp > 1 and so
Theorem 2 is gives an improvement over the results from [11]. Additionally
we have u* bounded for any 1 < p for N < 10 where as in [11] this only
held for N < 8.

o f(u) = (1 —u)"P. The most studied case is when p = 2 and then (N)x
can be seen as a simple model for a Micro-FElectro-Mechanical device with
pinned boundary conditions. From [11] we know u* is bounded away from
1 provided N < 5. Theorem 8 improves this to N < 6. This falls short
of the expected result that u* is bounded for N < 8, which holds on the
ball, see [28]. We believe this condition p # 3 is somewhat artificial and
is coming from our proof method; the case p = 3 involves a borderline
Sobolev imbedding theorem, see the proof of Lemma C.

1311 133133311333113311331I3I1IIITI3I1113T:

We also mention that whether u* touches 1 or is bounded away from 1 is
very important in the design of these MEMS devices.

((WAS ALSO GONNA MAKE COMMENT that even though the physi-
cally realistic dimension is N = 1,2 that these higher dimensional versions
still have physical relevance since, on occasion, one can view (N )y as an-
other equation in another dimension. Of course this isn’t quite true but in
teh second order case —Au = |x|*F(u) on B we can do this and if a <0
then the new equation will be in a higher, unphysical dimension. I then
decided against the comment))

3211331131 13311331313311311ITI11I31113L:

Remark 2 EEEEEEEEEEEREEEEEEEEEELEREEEEEEEEEEEESEESES

((WHOLE REMARK IS NEW))

We suspect that one can utilize this new approach to obtain results regarding
the regularity of the extremal solution associated with (N)x« for more general
nonlinearities satisfying either (R) or (S) along with some other added con-
ditions. We chose not to take this approach since we wanted to highlight the



new idea using the familiar nonlinearities. We believe this new idea may have
some use in higher order calculus of variation problems and in particular in the
reqularity of minimizers.

In [8] this new approach is used to examine Liouville theorems for both fourth
order equations and second order elliptic systems. These results are only proved
for stable solutions but the results seem to extend to solutions which are stable
outside a compact set using the methods of [32] and hence Theorem 2 should
extend to the case of finite Morse index solutions; at least on a convexr domain,
where we can perform a blow up procedure and be assured by the Moving Plane

Method that the maximums don’t approach the boundary.
HRKAFKKIFKKFFKRFKKKAFKRIAF KR I KR I KK A KIA KK

We begin with some pointwise lower bounds on —Awu. The following result
follows immediately after considering Theorem A above.

Lemma 2. Suppose u is a smooth solution of (N)y.
1. Suppose f(t) = e'. Then —Au > V2X\(e? —1).

2. Suppose f(t) = (t+1)? wherep > 1. Then —Au > \f/\,/zﬁ((u—kl)%l -
1).

3. Suppose f(t) = = t)p wherep > 1. Then — Au>f\/><( = _1),
1—u

Proof of Theorem 1. To cut down on repetition we first assume f is an
arbitrary nonlinearity satisfying (R) or (S). Let u denote the smooth minimal
solution of (V) where /\—2* < A < X and test (5) on ¢ = v' where 1 < ¢ to
arrive at

A [Vt < [eerwer = 572 [ e,

where the last equality is obtained by using (N). We now rewrite this as

g\[\/\/mv%-l—ﬁ(l—a)/\/mv%_l < 2t /f v (6)

where € > 0 is greater than zero but small.

We now assume we are in the case given by f(z) = e*. We leave the first
term as it is but we replace v in the second term using the pointwise lower
estimate on v from Lemma 2 and we regroup the resulting inequality to arrive

at
(1_ )\/>_ t2 /quZt 1 + i/e%UQt
c 2% 1 I

< @ —e)ﬁ/e%v%*l. (7)

10



We now estimate the right hand side and for this we denote this integral by I.
We write the integral I as a sum of integral over various subregions of {2

L
u>T u<T,w<k u<T >k

where 7' > 1 and k > 1. Then one easily sees that

=T _ T _
I S e2 qu2t 1 =+ |Q|€2 k2t 1
u>T

1
4= e%,UZt
k u<T,v>k

and we then replace on the integrals on the right with integrals over the full
region €. Putting this back into (7) gives

((1 —e)V2 r (1= i)\/i> /e“vzt71+

C2t—1 Z

€ (1-e)v2 u ot
+ <\/X - k) /6 v
< (1—e)V2[Qlez k1.

We now assume that 1 < ¢ < tg ::\/§+\/2—ﬂand30\/§—2tt—il>0. We

now pick ¢ > 0 but sufficiently small such that (1 —¢)v/2 — % is still positive.
We then pick T" and k sufficiently big such that both coefficients multiplying the
integrals are positive. We then see that for all 1 < ¢ < t; there is some C; < 0o

such that
/eu,UQt—l S Ct7

for all )‘—2* < A < A*. We now use the lower bound for v again to see that for all
1 <t < to there is some C; < 0o such that

/e(tJr%)u S éh

for % < A < X*. Now using elliptic regularity and the Sobolev imbedding
theorem we see that we will get a uniform L°° bound on the smooth minimal

solutions (and hence also on u*) provided to + 1 > Z. We rewrite this as

N <2+4V2+41/2 — V2 =10.718...

O
Proof of Theorem 2. Let u denote the smooth minimal solution of (V)
where 2~ < A < A*. Our starting point is the general formula (6). Plugging in

11



f(2) = (2 4+ 1) one obtains, after using the pointwise lower estimate for v in
the second integral of (6) and regrouping,

((1—6)\/]9271—t7f21)/(u+1)%2t—1 + e\‘/ff\i/(u+1)”21u2t
< (1e)m/(u+1)’Tu2tl.

We now estimate the integral on the right, which we denote by I, using the
same approach as in the proof of Theorem 1. So let 1 < T, k and note

I = /(u+ 1)z 21

u+1>T u+1<T,v<k u+1<T,w>k

1 -
< — (u+ )P0 4 QT K2
T7Z Juti>T
1 p—1
+= / (u+1)=z o
k u+1<T,v>k
<

1 .
T/(“Jfl)pvm_l +QT T R
2
1 2oL 2t
+% (u+1)7 v

Putting this estimate back into the previous inequality and collecting terms

gives
2p 12 (1—¢) 2p 261
1- - - 1)r
(0-oys 2 - 5 - S5 ) s

+ (i%ﬁ _a ;E) prl) /(u+1)pT71v2t

2p =Lt q
<(1—e)/—IQT 2k . 8
<(-9y/ = ®

We now show that for all for all 1 < ¢ < t,, where

P Y B S
P p+1 p+1 p+1’

there is some C} < oo such that

/(u + 1)P? 1t < ¢y 9)

12



for all ’\7 < A < A* (and hence the same estimate also holds for u*). To see this

note that for 1 < ¢ < t, we have (1 —¢),/ % - % > 0 for sufficiently small
e > 0. We now pick T and k sufficiently big such that both coefficients in front
of the integrals in (8) are positive. Using the pointwise lower estimate for v in

(9) shows that for all 1 < ¢ < t,, there is some C} such that
/ (u+ PHEEDE=E) < ¢y, (10)

for all A as above. We now rewrite the equation for the extremal solution in the
alternate form (which will allow us to avoid a bootstrap argument) as

A?u* = Ne(z)u® + \* Q,
with v* = Au* = 0 on 09). Here

*+1)P -1
0<efa) = DL i,
u
by convexity. From [11] we have that u* € W#2(2) and so by elliptic regularity
theory we will have u* € L™ provided ¢ € LY for some 6 > %. Using (10) we
see this is equivalent to

N D p+1 1
— <t —(tp — ).
4 p—1+p—1(p 2)

Multiplying by 4 gives the desired result.

The following result from [11] will be needed to prove Theorem 3.

Lemma. C [11]. Let u, denote a sequence of smooth solutions of (N)y, where

_ i - (p+D)N
fw)=(1—u)"P and 1 < p # 3. Suppose there is some a > 1 and a > pT
such that sup,, || f (un)|la < 0. Then sup,, ||ty ||L= < 1.

(p+1)N
¢ N

Proof. We suppose that N is big enough so tha > 1, the lower dimen-

(+1N
sional cases being similar we omit their details. If f(u,) is bounded in L “ip ,
(p+1)N
then by elliptic regularity we have u, bounded in W% o By the Sobolev
4 47 4 —
imbedding theorem we have u,, bounded in the space ot [Fl- [l - (€),

where [-] denotes the floor function. This naturally breaks into the two cases:

e 1 < p < 3 and then u, is bounded in Cl’i%
e p > 3 and u, is then bounded in 07T,

We now let z,, € Q be such that w,(z,) = maxqg u,. We claim that there exists
some C' > 0, independent of n, such that

_4
[tn () — wp(x,)| < Clo — x| 77, z € .

13



For the second case this is immediate, while for the first we use the fact that
Vu,(2,) = 0 and the fact that there is some 0 < ¢,, < 1 such that

Un () —up(zn) = Vup(zp +tu(z —x,)) - (. —2p)
= (Vup(z, +tn(z — x,)) — Vup(zy)) - (. — x4)

along with the fact that Vu,, is bounded in C%%+# to show the claim.

To complete the proof, we work towards a contradiction, and assume, after
passing to a subsequence, that w,(z,) = 1 — &, — 1. By passing to another
subsequence, we can assume that u, converges in C(2) which along with the
boundary conditions guarantees that x,, — x¢ € 2. Then one has

1-— un(x) = 1- un(xn) + un(-rn) - un(x)
= &+ un(xn) - un(x)

< en+ Clz —x, |70,

and so there is some C, > 0 such that

(p+1)N (p+1HN N
(I—-up(z)) T <Cplen * +lz—an]" ).

From this one sees that

-1
Flun (@) 55 > % = ().

But since z,, — 29 € Q and ¢,, — 0, ones sees that fQ hy(z)dz — oo which con-
tradicts the integrability condition on f(u,). Hence we must have sup,, ||un|| L= <
1.

O

Proof of Theorem 3. Let u denote the smooth minimal solution of (N),
where ’\7 < A < A*. Our starting point is the general formula (6). Our starting
point is the general formula (6). Plugging in f(z) = (1 — z)~P one obtains,
after using the pointwise lower estimate for v in the second integral of (6) and
regrouping,

((1 —¢) pz_pl - 2tti 1) / (11}?:)”4_

E\/I? 1}2t
+\ﬂ/(1—u)p§1
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We now estimate the integral on the right, which we denote by I. Let 0 < T' < 1
and k£ > 1.

T<u<l u<Tw<k u<Tw>k

2—1 2—1
< (1 —T)%/ —— +/ —
r<u<1 (1 —u)? u<Tw<k (1 —u)2
1 1}2t
+*/ PRy
k Ju<r o>k (1- u)%
_ 2t—1 0 k2t71
< (1—T)%/ Y + 1% —
(I-wPr (1-T)=%

1 v
e
k (1—u)%

- 2p 2p 2p
R Vs s
p p p

and note that for all 1 < ¢ < fp we have

2p 2
\—— — 0.
p—1 2t—1>

So for 1 < t < t, we put this estimate for I back into (11) and then argue that
for 0 < e sufficiently small, 0 < T < 1 sufficiently close to 1 and for k£ > 1
sufficiently large, the resulting inequality has positive coefficients on the left in
front the integrals, and hence for all 1 < t < £, there is some C; < oo such that

,U2t—1
[a=p=or "

for all ’\7 < A < A*. Now using the pointwise bound on v we see that for all
1<t< fp there is some C; < oo such that

/ ! < Cy, (13)

(1 — w)Pr=D(t—3

Define

for all )‘7 < A < A\*. This estimate along with the previous lemma shows that
we have u) uniformly bounded away from 1 provided

(p+1)N p—1<g 1>’

<1+ » 3

4p D

and this completes the proof after some rearangements.
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